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● Headquartered in Lisbon, Portugal

● Focus on AI-powered translation and multilingual language technologies

● Strong ties with the research community.

My academic hat:

● Instituto Superior Técnico, University of Lisbon.



🚀 20+ papers in top AI conferences (ACL, EMNLP, COLM, ICML, NeurIPS, ...)

🚀 Winner of Large AI Grand Challenge grant (AI Boost, 2M GPU hours)

🚀 Winner of WMT shared task on General Translation (also Biomedical and 

Chat Translation)

🚀 Open AI models with 400,000+ downloads (Tower, EuroLLM, xCOMET, …)

Key R&I achievements / awards in 2024



Map of collaborations in EU projects / EuroHPC
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The Tower Project 



The Tower Project (started mid 2023)

Goal: Create the best open multilingual LLM optimized for 
translation-related tasks.

Initial focus on 10 languages, later extended to 15.



The Tower Team 

Several streams: data, evaluation, multilingualization, instruction tuning, …
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Two steps: continued pretraining (CPT) and supervised finetuning (SFT).
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TowerInstruct

Optimized model 
(built on top of TowerBase) 

for translation-related 
tasks.

Base model with 
improved multilingual 

performance.

(20B tokens)

TowerBase

Backbone LLM
>

The Tower recipe



We have released a series of resources related to Tower

1 Models
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Data2 Evaluation3 Paper4

>

Check out the
Tower Collection
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How does Tower compare to other state-of-the-art LLMs?

Results of the WMT 2024 General MT Shared Task
Human evaluation>

Tower wins 8 out of 11 language pairs!
(above GPT4, Gemini 1.5 Pro, Google Translate, DeepL)

xC
O

M
ET
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We are developing even better versions of Tower to power 
widn.ai — your feedback is greatly appreciated!

You can now play with our models!

http://widn.ai
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TowerInstruct

Optimized model 
(built on top of TowerBase) 

for translation-related 
tasks.

Base model with 
improved multilingual 

performance.

(dozens of billions of 
tokens)

TowerBase

Backbone LLM
>

What next?
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TowerInstruct

Optimized model 
(built on top of TowerBase) 

for translation-related 
tasks.

Base model with 
improved multilingual 

performance.

(dozens of billions of 
tokens)

TowerBase

Backbone LLM
>

What next?

Can we get rid of this? Can we train a model from scratch?



The EuroLLM Project 

eurollm.io 

https://eurollm.io/


An European collaborative effort

https://eurollm.io/ 

https://eurollm.io/


EuroLLM

Goal: Develop the best open European LLMs, trained from scratch.

3 Model sizes: 1.7B (completed), 9B (completed), 22B (next).

Languages: 

● All 24 EU official languages + 11 additional languages.

Compute: 1.68M GPU-hours in MN5 (through an Extreme-Scale EuroHPC grant).

https://eurollm.io/ 

https://eurollm.io/


Multilingual benchmarks (pretrained models)

EU-made
models



Translation benchmarks (instruction tuned models)
EU-made models

Try out EuroLLM: https://huggingface.co/spaces/Widn/eurollm-chat (see our demo tomorrow!)

https://huggingface.co/spaces/Widn/eurollm-chat


Challenges & Recommendations 



Main challenges

Overall no big pain points, but a few hiccups:

● Some delays caused by HW problems in large-scale jobs (communication 
between nodes)

● The peer review process for grant allocation is too slow (AI moves really fast, 
a wait of 6 months kills EU’s competitiveness) 

● Large queues (sometimes) and short wall clocks requiring frequent restarts.  



Recommendations for AI Factories

Identify success cases and projects that are delivering and give them what they 
need to keep delivering without interruptions

● Define measure of success 
● Faster process for grant allocations (e.g. automatic renewal)

Encourage / require open science (open models, data, code)

Separate training from inference – these are two very different use cases

● Supercomputers for AI model training 
● Outsourced cloud providers for inference. 



Thank you
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