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Abstract

Kernel methods are a field of intensive research in machine learning.
Lately, much attention has been dedicated to the problem of “kernel
learning”, i.e., choosing the kernel that best suits a particular task.
Many discriminative approaches avoid handling this problem directly,
ignoring the process of data generation to represent them as vectors in
a suitable Euclidean space. By contrast, generative approaches propose
devising kernels directly by properly modeling the generation of data;
this way prior knowledge about their structure may be introduced. In
this framework, objects are modeled as outcomes of random processes,
for example HMMs for strings, or multinomials for text documents.

The aim of this report is providing a survey on generative kernels,
capturing the essential theoretical aspects on which they settle, and
highlighting the main geometrical ideas.

1 Introduction

Although the theoretical background of kernel methods has been estab-
lished many decades ago, the support vector classifier, which is perhaps
the first “conscient” application of kernels in a learning algorithm, was in-
troduced only in the early 90s [Vap00]. After that, kernel methods were
adopted for many other learning tasks besides classification, such as regres-
sion, principal component analysis, independent component analysis, etc.
(see [SS02, STCO04]). Their great popularity derives from the fact that a
(positive definite) kernel corresponds to an inner product in some feature
space. This allows extending the capacity of linear algorithms that depend
only on pairwise inner products among data to a nonlinear framework, by
replacing each inner product by a kernel evaluation.

Addressing a particular learning problem with a kernel-based approach
requires choosing a kernel function that properly captures the similarity
among data. The choice of the kernel should reflect our prior knowledge
about how data is generated. While classic approaches usually focus on
how to obtain easily computable kernels by representing data as vectors in



a suitable Euclidean space, thus ignoring how their generation is governed,
this is sometimes a misleading perspective, specially for structured objects
that don’t naturally “live” in Euclidean spaces, such as strings or text docu-
ments. Although there has been some impressive results from nongenerative
approaches specially devised to handle this sort of data, like convolutional
kernels for discrete objects [Hau99], we concentrate here on generative ap-
proaches that prefer to model objects as outcomes of random processes, for
example HMMs for strings, or multinomials for text documents. The aim
of this report is to give a general overview on recent generative strategies
to devise kernels, while clarifying the essential aspects of the background
theory on which they settle.

In Section 2 we revise some basic notions of topology and measure theory
that form the background for the subsequent sections. We also define some
concepts from information theory that are later used, such as the Jensen-
Shannon divergence. Section 3 characterizes positive and negative kernels,
and highlights important relations between these two classes. We briefly
mention semigroup kernels, that are intensively studied in [BCR84] and ap-
plied in [CV05, CFV05]. This section culminates with the proof that entropy
is a negative definite function and that the Jensen-Shannon divergence is the
square of a metric, something that only recently was taking into account by
machine learners [Top00, Top02, ES03]. Section 4 aims to introduce an in-
formation geometrical perspective, inspired by [ANO1, MR93]. We shall see
that many generative kernels rely on intuitive reasonings underlying the ge-
ometry of probability distributions and measures. Section 5 illustrates all
this by mentioning some examples of generative kernels that were recently
devised, mainly for structured objects like images, text documents or strings.
Finally, Section 6 concludes the paper.

2 Topological spaces and measures

We begin by revising the basic notions of topology and measure theory that
are later used. Since we are going to deal with objects in structured domains
that are not necessarily Euclidean, it makes sense to work in more general
topological spaces. Specifically we are going to work with Radon measures in
Hausdorff spaces; these are more general than the Lebesgue-Borel measure
traditionally used in Euclidean spaces with the product topology.

2.1 Topological spaces

Let X be a set and Z(X) the collection of its parts. A topology on X is a
collection .7 C Z(X) that contains both @ and X, and that is closed under
finite intersections and arbitrary unions; the members of 7 are called open
sets. A set X together with its topology 7 is called a topological space and
denoted (X, .7), or simply X when the underlying topology is clear from the



context. A set S C X is called closed if its complement S¢ = Cx S is open.
Obviously @ and X are simultaneously open and closed for any topology.

Given a topological space (X, 7)), a basis for the topology 7 is any
family of sets {B;};cs that generates .7 by taking finite intersections and
arbitrary unions of its elements. Any subset S C X becomes itself a topolog-
ical space if we endow it with the induced topology, where V' C S is declared
open if there is some U € .7 such that V =UnNS.

A map f between two topological spaces (X, Zx) and (Y, %) is called
continuous if the inverse image of any open set in Y is open in X, i.e., if
fYV) e Ix forall V € % . Since f~}(CyV) =Cxf1(V) we can replace
“open” by “closed” in this definition. If x € X, any open set U containing
x is called a neighborhood of x.

A subset S of X is said to be compact if any open covering of .S has a finite
subcovering, i.e. if for any family of open sets {.S; };e; such that S C (J;c; Si
there exists a finite subfamily {S;,,...,S;,} such that S C S;, U...US;, .
An important fact is that the image of a compact set under a continuous
map is a compact set, i.e., continuous maps preserve compactness.

Example 2.1 (Discrete topology.) Given a set X, declare any of its sub-
sets to be open. This leads to the “discrete topology”. The singletons of X
form a basis for this topology. In this topology, a set is compact if and only
if it is finite.

Example 2.2 (Ordinary topology in R.) Let X = R and define a set
S open if any point x € S belongs to an open interval contained in S (as
usual). This leads to the “ordinary topology”. Then, a set C C X is compact
if and only if it is closed and bounded.

Example 2.3 (Banach spaces.) Let V be a vector space over C (analo-
gously, over R). A norm in V is a function ||.| : V' — Ry that satisfies, for
all « € C and u,v € V:

e ||ul| =0 if and only if u =0,
o llaul = laf -z,
o [lu+ol < lull+ (o]

If V is endowed with a norm, we may define a family of open balls of the
form
B (u) ={veV:|v—u| <e}, (2.1)

and this induces a topology, called the ordinary topology in V': declare a set
S open if any point in S is the center of some open ball contained in S.

If V' is complete with respect to its norm, i.e., if any Cauchy sequence
in V converges to an element of V', then it is called a Banach space.



It turns out that a set S C V is compact if and only if it is complete and
covered by a finite number of balls of fized radium!.

Example 2.4 (Hilbert spaces.) LetV be a vector space over C. An inner
product in V is a function (.,.) : V- x V — C satisfying for all u,v,w € V
and all o, 8 € C:

o (au+ fv,w) = a(u,w) + §(v,w),

o (u,v) = (v,u),
o (u,u) >0 with equality if and only if u = 0.

The first two properties mean that {.,.) is sesquilinear (linear in the first
argument and conjugate linear in the second). The analogous definition for
vector spaces over R skips the conjugate sign, hence implying bilinearity.
Any inner product induces a norm via ||z|| = (x,2)"?. Hence we can
also define open balls and obtain the ordinary topology in V.
If V' is complete with respect to the induced norm, it is called an Hilbert
space. Hence, Hilbert spaces are particular cases of Banach spaces.

Example 2.5 (Metric spaces.) A metric space is a set X endowed with
a metric, i.e., a function d: X x X — Ry that satisfies, for all x,y,z € X:

o d(z,y) =0 if and only if x = y.
o d(z,y) =d(y,z) for all z,y € X.
o d(z,z) <d(xz,y) +d(y,z) for all x,y,z € X.
We may also define open balls in a metric space, through
Be(z) ={y € X :d(z,y) < ¢} (2:2)

and obtain the ordinary topology in the usual way. Defining Cauchy se-
quences and completeness with respect to the metric allows characterizing
compact sets in X analogously.

Any normed vector space is a metric space, defining d(x,y) = |y — x||.
Although metric spaces are more general than normed vector spaces, they do
not introduce a great “degree of generality”. In fact, every metric space can
be embedded in a normed vector space in the following way [Lan93]: define,
for each x € X, the function f, : X — R by fo(y) = d(z,y). Notice that
da,y) = |1fs — fyllg where ||.|g is the sup-norm, ||f]ls = sup,ex |f(@)].
Fiz an element a € X and define g, = fo — fo. It turns out that the map
T — gp 1S an isometry, i.e., a distance-preserving embedding of X into the
normed vector space of bounded functions on X.

!An alternative characterization is: S is compact if and only if it has the Bolzano-
Weierstrass property (every sequence in S has a point of accumulation in S).



Example 2.6 (Hausdorff spaces.) An Hausdorff space is a topological
space (X, ) where any pair of distinct points can be separated by open sets,
that is, for any x,y € X with x # y there exist U,V € F withUNV = &
such that x € U and y € V (see Figure 1).

Hausdorff spaces generalize metric spaces: any metric space under the
ordinary topology is Hausdorff. An important fact is that, if X is Hausdorff,
then any compact subset C C X is necessarily closed. In particular, any
singleton is closed.

Figure 1: Hausdorff space: two points separated by open sets.

2.2 Measures

Let X be a set. A o-algebra on X is a collection .# C &?(X) that contains
@ and that is closed under taking complements and countable unions (hence
it is also closed under taking countable intersections); the members of .#
are called measurable sets, and (X, .#) is called a measurable space.

If X is endowed with a topology, a natural o-algebra is the algebra #(X)
of the Borel subsets of X, i.e., the algebra generated by the open subsets of
X. An element of #(X) is accordingly called Borel measurable.

A positive measure on a measurable space (X,.#) is a map

p: M — [0, 00] (2.3)

(possibly taking infinite values) which is countably additive, i.e., such that
w(@) = 0 and p(Usoq Ai) = > oo 1(A;) for any sequence of mutually dis-
joint measurable sets {A4; };en. A measurable space together with a measure
w is called a measured space and denoted (X,.#,u). A positive measure
defined on A(X) is called a Borel measure.

To define the integral in a measured space (X,.#, u), we first consider
step functions and then proceed to u-measurable functions. A step func-
tion is a function ¢ : X — R that is step with respect to some partition
{A1,..., A} of some set A C X of finite measure. The integral of ¢ is then
defined as [odp = > i, u(Ai)p(A;). A function f: X — R is called p-
measurable if it is the pointwise limit of a sequence of step functions {@y, }nen
almost everywhere (i.e. in any point of X \ Z where Z is some set of null
measure). In that case, the integral of f is defined as [ fdp = lim [ ¢, dpu.



The case X = R" endowed with the Lebesgue-Borel measure corresponds to
the Lebesgue integral.

We next proceed by introducing Radon measures on Hausdorff spaces,
following [BCR84]. This framework is generic enough for our purposes while
avoiding the “pathologies” that occur in the general measure theory in ar-
bitrary sets.

Definition 2.7 (Radon measure.) Let X be an Hausdorff space. A Radon
measure on X is a Borel measure satisfying:

e 1(C) < oo for each compact subset C C X,
o u(B)=sup{u(C):C C B,C compact} for each B € B(X).
We denote the set of all Radon measures on X by My (X).

Example 2.8 (Finite Radon measures.) A Radon measure is finite if
w(X) < oo; the set of finite Radon measures is denoted M%(X). By con-
sidering the second requirement of Definition 2.7 on B¢, we conclude that
finite Radon measures satisfy

w(B) =inf{u(U) : B C U,U open} (2.4)

for each B € B(X) (this is stated without proof in [BCR84]). In fact, we
have that

p(B) = wX) - pu(B) =
= p(X)—sup{p(C): C C B C compact} =
= inf{u(C° : B C C° C compact}. (2.5)

Since X is Hausdorff, the compactness of C' implies that C¢ is open, and
w(B) =inf{u(U) : B C U,U open, U compact}. (2.6)
Let’s see that we may skip the “U€ compact” restriction, i.e., that

d  Bcc® and wC) < uwU)+e (2.7)

e>0 Ccompact

In fact, by Def. 2.7 it exists C C U® compact such that u(C) > p(U) — €
for an arbitrarily small €. Hence u(C°) = pu(X) — pn(C) < u(U) + ¢, and
B C U C C° as wanted.

Definition 2.9 (Molecular measures.) The support of a Radon mea-
sure i on X is defined as

supp(p) = {x € X : u(U) > 0 for each neighborhood U of x}. (2.8)

Radon measures with a finite support are called molecular measures; the set
of all molecular measures on X is denoted Mol (X).



Example 2.10 The Lebesgue measure on the Euclidean space R™ equipped
with the ordinary topology is a Radon measure with support R™. In fact,
although any countable set has zero measure, any neighborhood of a point in
R™ has strictly positive measure.

Example 2.11 Let X be an Hausdorff space equipped with the discrete
topology, and let x € X. The Dirac measure €, : B(X) — [0,00] is de-
fined as

1, ifxeA

ex(4) = { 0, ifz ¢ A (2.9)

€z is a Radon measure and supp(e;) = {x}. Thus any Dirac measure is a
molecular measure. Conversely, it can be shown that any molecular mea-
sure is a finite conver combination of Dirac measures (this is omitted in
[BCR8/]): let u € Mol (X) have support {z1,...,x,} for somen € N. We
first prove that any set that does not intersect supp(u) has null measure.
From the definition of Radon measure, it suffices to prove this for any com-
pact set C. Since C' N supp(u) = &, any y € C must admit a neighborhood
Uy with null measure. The family of neighborhoods (Uy)yec covers C, hence
from the compactness of C there is a finite subcovering (Uy,)i=1,....m implying
that p(C) < 37 w(Uy,) = 0, as we wanted to prove. Now, let a; = p({z;})
fori=1,...,n, which are finite numbers since the sets {z;} are compact.
Then, for any set A, we have

n(A) = u(Ansupp(p)) + p(AN (supp(p))©) =
= u(ANsupp(p)) =

n

= ) aies,(A). (2.10)
=1

A Radon probability measure on X is a Radon measure p € My (X) such
that ©(X) = 1. The set of Radon probability measures on X is denoted
M7 (X); it can be seen as the set of equivalence classes of finite Radon
measures by the equivalence relation in M2 (X)

w1 = po  if there exists A € R such that p; = Aue. (2.11)

which means that any finite Radon measure can be normalized to give rise
to a Radon probability measure.

Consider a measured space (X, .#,v) where X is Hausdorff, and v is
o-finite, i.e., is such that X can be written as the countable union of sets
of finite measure?. We say that a measure p is v-absolutely continuous
(denoted p < v) if p vanishes wherever v does, i.e., if ¥(A) = 0 implies

w(A) = 0 for any A € .. If this happens, the Radon-Nikodym theorem

2E.g. the union of closed unit intervals in R with the Lebesgue-Borel measure.



guarantees the existence (and uniqueness up to equivalence within measure
zero) of a density function f: X — Ry such that, for all A € .#, we have
w(A) = [, fdv.® This density is called the Radon-Nikodym derivative and

denoted f = %, since

(A) = /A dy = /A fdv. (2.12)

If g : X — R is an arbitrary function, we define its L!(v)-norm

lgll, = /X gl dv = /X 9(2)| du(x) (2.13)

whenever the integral exists. If g is a density, we have |g|; = [y gdv, and
if in particular g is the density of a probability measure, then ||g||; = 1.

Suppose now that X is a countable set. In this particular case, the
counting measure (the measure that assigns to each finite set its number of
elements, and oo to each infinite set*) becomes o-finite, and may be taken
as the dominating measure v. Then, [ fdv = > .y f(z), and we may
replace integrals by sums. If instead X C R", we may take v to be the
usual Lebesgue-Borel measure, resulting then fX gdv = fX g(z)dz. So, the
usage of integrals with respect to a dominating measure provides us with
a unified framework for dealing with measures in both the “discrete” and
“continuous” scenarios.

2.3 Entropy and divergence measures

Let (X, #,v) be a measured space where X is Hausdorff and v is a o-
finite Radon measure. Let M?(X) C M%(X) denote the set of finite
Radon v-absolutely continuous measures whose density f : X — Ry sat-
isfies ||f - log f||; < co. Denote by -LM"(X) the set of densities® of those

measures. The entropy function h : d%Mfﬁ(X) — R is defined by

h(f) = —/Xflogfdz/, (2.14)

where 0log 0 = 0 by convention.

Remark 2.12 This definition of entropy generalizes the traditional notions
of discrete and differential entropies presented for example in [CT91]. De-
note by Mi’h(X) = M X) N ML(X) the set of Radon probability mea-
sures with finite entropy. If X CR™, v is the Lebesgue-Borel measure, and

3The o-finiteness of v is indeed necessary. For a counterexample take v to be the
counting measure on R and p the Lebesgue-Borel measure; the existence of a density f
would imply f = 0 and as consequence p = 0.

“When X is countable it may be seen as the sum of all Dirac measures on X, Y wex Ex-

®More exactly, the set of equivalence classes of densities that are equal almost every-
where.



Pe M}r’h(X) is a probability measure with density p = %, then h(p) reduces
to the differential entropy

) = = [ @) log (o) (2.15)

If, instead, X is a countable set, v is the counting measure, and P €
MJlr’h(X) is a probability measure with probability mass function x — p(x) =
P({z}), then h(p) = H(p) is the discrete entropy

H(p)=— Y p(x)logp(z). (2.16)

zeX

Let f and g be respectively the densities (with respect to the dominating
measure ) of measures zf and g in M7 (X), such that py is ug-absolutely
continuous (i.e. pf < pig K v). The Kullback-Leibler divergence between f
and g is defined by

D(fllg) = floggdv=
= —h(f)—/Xfloggdz/. (2.17)

If f and g are probability densities, the Kullback-Leibler divergence can be
seen as a dissimilarity measure between the two distributions. It verifies
D(f|lg) = 0 if and only if f = g almost everywhere. However, it is not a
metric (it is not symmetric and it does not satisfy the triangle inequality).

It is clear that M (X) and M®(X) are convex cones, and that M} (X)
is a convex set. By linearity of the integral, so are the respective sets of
densities. So we can talk about “mixtures of densities”. These may be
characterized by the following divergence measure:

Definition 2.13 Let f1,..., [, be densities of measures in M_?(X), and
f=oaifi +...+ anfn a mizture defined by coefficients aq,...,a, € Ry.
The generalized Jensen-Shannon divergence of f1,..., fn with respect to that
mixture is defined by

J(froooo fasan, o o) = h (Z aifi) — > aih(f), (2.18)
=1 =1

The restriction of J to probability densities is defined analogously requiring
Yoy a; = 1. The particular case where n =2 and o = ag = % s simply

called Jensen-Shannon divergence between f and g and denoted J(f||g):

f+g)_huw+mm
2 2 '

J(fllg) =h < (2.19)



It is straightforward that the Jensen-Shannon divergence relates to the
Kullback-Leibler divergence via

sl =50 (£ 552) + 50 (o) 55 2) (2.20)

From (2.20), one can see that J is symmetric and inherits from the Kullback-
Leibler divergence the property that J(f||g) = 0 if and only if f = g almost
everywhere. A remarkable fact that will be shown later is that v/J satisfies
the triangle inequality, i.e., the Jensen-Shannon divergence is actually the
square of a metric.

2.4 The Jensen-Shannon divergence as mutual information

In [GBGCT02] several interpretations of the Jensen-Shannon divergence are
given, namely in the fields of statistical physics, information theory and
mathematical statistics. We reproduce here the interpretation concerning
information theory.

Let ¥ = {o1,...,0%} be a finite alphabet and t1,...,t, be m strings
emitted by different sources, with lengths |t1],...,|tmn|. Consider the n-
length string s = t;...t, formed by concatenating the m strings, where
n =3 ", |t:. Suppose that we choose a random position 1 < p < n with a
uniform probability distribution and define the random variables

o = “the symbol at position p”, o = s[p]
t = “the string (among t1,...,t,) corresponding to position p”

Let p(o;) = Pr{o = o;} and p(t;) = Pr{t = t;} = ‘%ﬂ, and denote the
corresponding conditional and joint probabilities by p(o;|t;) and p(o;,t;). A
typical question in information theory is: “How much information I can we
obtain from learning the identity of the symbol ¢ about the identity of the
substring ¢, provided the probability distribution p(c;,t;)?”. I is called the
mutual information in o about t and is defined by

f& (Uivtj)
:z;z p(oi, t; logm (2.21)

10



From Bayes’ rule, p(o;,t;) = p(o;|tj)p(t;), and (2.21) may be rewritten as

= (ailt;)
I = ZZ (oiltj)p ogw:

p(i)
m k k
= > p(ty) Y ploilty)logploilty) = > Zp p(oilt;) | logp(os) =
j=1 i=1 i=1 \j=1
= —Zp(t]) (p(-[t;)) + H ZP t)p(oilt;) | =
j=1 7j=1
= J(p('|t1)7'"7p('|tm);p(t1)7"'7p(tm))a (222)

i.e., the Jensen-Shannon divergence among the probability mass functions
of o conditioned on each substring, with mixture coefficients the substring
probabilities p(t;) = | il , equals the mutual information in ¢ about ¢. If, as
an extreme example, all these probability mass functions are equal, p(. |t1)

. = p(.]t™), then the Jensen-Shannon divergence vanishes, meaning that
knowing the identity of o does not give us any information about the sub-

string where it was picked from.

3 Positive and negative definite kernels

In the last years, the machine learning community have dedicated great
attention to kernel methods [SS02, STCO04]. The ability of these methods
to represent “nonlinearities” as “linearities in a feature space” enables ex-
tending the classic linear algorithms for classification, regression, and other
learning tasks, to nonlinear scenarios. Perhaps support vector machines
[Vap00] is the first historical example (in early 90s) where kernel methods
were applied in the field of statistical learning theory. More recently, it was
shown that for many learning tasks one could use a larger class of kernels
rather than the usual “positive kernels”. It happens that there are many
results concerning relations between classes of kernels, representation in fea-
ture spaces, connections with harmonic analysis, etc., that are known for
many time but only recently began to be used in machine learning. We now
give a basic review of some of those results, following [BCR84].

3.1 Definition and properties

In order not to loose generality, we consider all functions to be complex-
valued, unless otherwise stated. So, in what follows, if z is a complex num-
ber, we denote its conjugate by z. Also, z > 0 means Re(z) > 0 and
Im(z) = 0. If A is a matrix, A* denotes its conjugate transpose.

11



A positive semidefinite matriz is a hermitian matrix K that, for any
choice of a column vector x, satisfies x*Kx > 0. A widely known fact is
that positive semidefinite matrices have real and nonnegative eigenvalues.
A squared matrix may be seen as a function defined on I x I, where [ is
the finite set of indices. The following is a generalization of this concept to
functions whose domain X x X is not necessarily finite.

In what follows, X is a nonempty set.

Definition 3.1 (Positive definite kernel.) A function ¢ : X x X — C
is called a positive definite kernel if and only if

ZZciFj@(xi,wj) >0 (3.1)

i=1 j=1

for alln € N, {z;,...,xn} C X and {c,...,cn} € C. If, for any distinct
Z1,...,Tn, the equality in (3.1) implies ¢c; = ... = ¢, = 0, then the kernel ¢
1s called strictly positive definite.

Definition 3.2 (Negative definite kernel.) A function ¢ : X x X — C
1s called a negative definite kernel if and only if:

e ¢ is hermitian, i.e., ¥(y,x) = Y(z,y) for all z,y € X;

o Foralln e N, {z;,...,zn} € X and {c¢j,...,cn} CC with Y ;" ¢i =

0, it holds
n n
Z Z cicjp(zi, xj) <0 (3.2)
i=1 j=1
If, for any distinct x4, . .., zy, the equality in (3.2) impliescy = ... = ¢, =0,

then the kernel v is called strictly negative definite. If 1 is (strictly) negative
definite, we call — (strictly) conditionally positive definite.

Remark 3.3 The analogous of Def. 3.2 for a real-valued 1 is obtained sim-
ply by replacing {c;,...,cn} CCby{ci,...,cn} C R, removing the conjugate
stgn and replacing the word “hermitian” by “symmetric”.

In the case of Def 3.1, however, the analogous for real-valued func-
tions has to additionally require ¢ to be symmetric. In fact, in the general
complex-valued case, it follows from the definition that any positive definite
kernel is hermitian; however, there are nonsymmetric real-valued functions
satisfying (3.1) for any {ci,...,cn} € R which, of course, are not positive
definite kernels.

5[SS02] goes further by mentioning the more general “conditionally positive definite
kernels of order £.”

12



Immediate consequences of Defs. 3.1 and 3.2 are that ¢ is positive (resp.
negative) definite if and only if for any finite subset F' C X the restriction
©|pxF is positive (resp. negative) definite. In particular, any positive def-
inite kernel ¢ is nonnegative on the diagonal A = {(z,z) € X x X}, i.e.
©|la > 0, as can be seen by setting F' = {z} for all x € X.

We now list some simple properties of positive and negative definite
kernels.

Property 3.4 If ¢ is positive definite, then for all x,y € X:

lp(z,y)|* < oz, ) - o(y,y) (3.3)

Property 3.5 If i is negative definite, then for all x,y € X :

Y(x,2) +Y(y, y) < 2Re(x,y) (3.4)

Property 3.6 Any ¢ of the form ¢(z,y) = f(x) - f(y), where f : X — C
is an arbitrary function, is positive definite. In particular, a constant kernel
(z,y) — c is positive definite if and only if ¢ > 0.
Property 3.7 Any ¢ of the form ¢(z,y) = f(z) + f(y), where f : X — C
is an arbitrary function, is negative definite. In particular, a constant kernel
(z,y) — c is negative definite if and only if ¢ € R.

Proof: The first two properties are easily shown by taking the 2 x 2
hermitian matrix of the kernel restriction to {z,y}. The first follows from
the nonnegativity of the determinant, and the second from the definition of

negative definiteness setting ¢y = 1 and ¢o = —1. The third follows from
n n 2
Y atgp(mi,ag) = Y cif(x)| >0, (3.5)
ij=1 i=1

and the fourth from the fact that, if """ ;| ¢; = 0, we have

n n

> it (Fa) + 1)) = Yo ef@) Y e+ ef@) Y e =0, (36)
j=1 j=1

1,j=1 i=1 i=1

even with equality. O

In what follows, Ky (X) and K_(X) denote respectively the sets of posi-
tive and negative definite kernels defined on X x X. Their strict counterparts
will be accordingly denoted K44 (X) and K__(X).

Property 3.8 K1 (X) and K_(X) are both conver cones, closed in the
topology of pointwise convergence.
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This is easily verifiable from the definition by using the properties of sums.
It means that if ¢1 and @9 are positive (resp. negative) definite, so is
A1p1 + Ao for any nonnegative scalars A; and Ay, and that if (¢, )nen is a
sequence of positive (resp. negative) definite kernels converging pointwise to
v, then ¢ is positive (resp. negative) definite. Regarding integrals as limits
of weighted sums, it also implies that K1 (X) and K_(X) are closed under
pointwise integration, i.e., if (¢g)sco is a family of positive (resp. negative)
definite kernels and p is a positive measure on © such that @g(z,y) is p-
integrable for all z,y € X, then ¢ : X x X — C defined by

o(z,y) = /e o0, y)dp(6) (3.7)

is positive (resp. negative) definite.
The following property goes further by stating that Ky (X) is closed
under taking products.

Property 3.9 If o1 and g2 are positive definite, so is o1 - 3.

Proof: 'We follow the proof given in [STCO04]. It suffices to show that
the Schur product (i.e. the elementwise product) A ® B of two positive
semidefinite n x n matrices A and B is a positive semidefinite matrix (this
was proved by Schur in 1911). Consider first the tensor product A ® B,
which results in a positive semidefinite n? x n? matrix whose eigenvalues
are the products of the pairs of eigenvalues of A and B, containing A ® B
as a principal submatrix (i.e. [A © Blij = [A ® Blgx; where ki,..., ky is

some set of n indices from 1,...,n?). Hence for any ¢ = (c1,...,c,) there is
ac =(c,...,c,) filled with zeros except for the entries ki, ..., ky,, where
¢y, = ¢ 1t follows that ¢*(A® B)e = (A ®@ B)c' > 0. O

The two latter results imply that the polynomial and Gaussian kernels
(widely used in machine learning) are actually positive definite kernels:

Property 3.10 Let ¢ be a positive definite kernel. Any polynomial combi-
nation with nonnegative coefficients, ., X" with each \; > 0, is positive
definite. Furthermore, if |p(z,y)| < p < 00, and f : C — C is a holomorphic
function in {z € C: |z| < p}, f(2) = 302, anz", where each ay > 0, then
f o is positive definite. In particular, exp(p) is positive definite.

3.2 Relations between positive and negative definite kernels

We next list some properties that relate positive and negative definite ker-
nels. To get a picture, let us first say that if V' is a vector space over C, it
is easy to show that every inner product in V is a positive definite kernel,
and any squared distance induced by an inner product is a negative defi-
nite kernel. Later we will see that both positive and negative kernels are
representable more or less like inner products and squared distances.

14



A trivial result is that positive definiteness implies conditional positive
definiteness, i.e., if ¢ € K4 then —¢p € K_. The following properties, whose
proofs can be found in [BCR84| and are mainly due to Schoenberg, establish
equivalence conditions.

Property 3.11 Lety : X x X — C be an hermitian function, and xg € X.
Define pg,p: X x X — C by:

(PO(fE;y) - ¢(.%',CCO) +w(y,$0) - ¢(.%',y) (38)

and
90(‘7:7 y) = @O(xv y) - ¢(«’1307 xO) (39)
Then:

e © is positive definite if and only if 1 is negative definite,

o Ifi(xp,x0) > 0, then g is positive definite if and only if 1 is negative
definite.

Property 3.12 The kernel v : X x X — C is negative definite if and only
if exp(—tv) is positive definite for all t > 0.

Proof: ~ We first prove the direction ‘=’. Let ¢ € K_(X). Since
negative definite kernels form a cone, we only need to prove the positive
definiteness of exp(—tw) for ¢t = 1. Using Property 3.11 and exponentiating
both sides of (3.9) we are led to

exp(=1(2,y)) = exp(p(x, y))-exp(=1(x, z0))-exp(=1(y, z0))-exp(¥ (20, o))

where ¢ € Ki(X). Hence, by properties 3.6, 3.9 and 3.10 we conclude
that exp(—1) € K4 (X). To prove ‘<=’ we use Property 3.8. If exp(—t) €
K4 (X), then 1 —exp(—te)) is negative definite, and so is the pointwise limit

1 = lim %(1 — exp(—ty)). (3.10)

t—0t

O]

The following property (whose proof can be found in [BCR84|) uses the

result expressed in (3.7), and gives a first clue about how harmonic analysis

may be important in the study of positive or negative definiteness. We then
give two examples.

Property 3.13 Let o be a probability measure on Ry with positive finite
first moment, i.e. such that 0 < [J° sdu(s) < oo, and let L denote its
Laplace transform, i.e.

(L)(z) = /0 " exp(—s2)du(s) (3.11)

15



for z € C;. = {z € C: Rez > 0} (the complex right half-plane). Then
Y X x X — C4 is negative definite if and only if (L p)(ty) is positive
definite for all t > 0.

Example 3.14 The Dirac measure €1 has first moment [;° sdei(s) = 1.
Its Laplace transform is

(Ze1)(z) = /000 exp(—sz)dei(s) = exp(—=z). (3.12)

Hence we have that a kernel ¢ : X x X — C_. is negative definite if and only
if the composition (Le1)(ty) = exp(—ti)) is positive definite for all t > 0,
which is a weaker version of Property 3.12 for a Cy-valued 9.

Example 3.15 Using instead the measure p = exp(—t)dt, whose first mo-
ment fooo sexp(—s)ds =1 is also positive and finite, we get

(ZLu)(z) = /OOO exp(—sz) exp(—s)ds = /000 exp(—s(z+1))ds =

1
— . 3.13
z+1 ( )

Hence we have that a kernel b : X x X — C4 is negative definite if and
only if the composition (ZLp)(ty) = (1 4 t)~! is positive definite for all
t > 0. Replacing t' = 1 (' >0 <t > 0) we have that this is equivalent to
the positive definiteness of t'- (' +1)~' and hence of (' +1)~1. So we may
restate this as:

Property 3.16 The kernel v : X x X — Cy is negative definite if and only
if (t + )~ is positive definite for all t > 0.

We now present an important class of positive definite kernels, the in-
finitely divisibles, that we denote by K4 (X).

Definition 3.17 A positive definite kernel o is called infinitely divisible if
for each n € N there exists a positive definite kernel ¢, that is a n-th root
of @, i.e., such that ¢ = (op)".

From Property 3.12 it is clear that if ¢ is negative definite then ¢ =
exp(—1) is infinitely divisible. The following property goes further and
shows that any R -valued infinitely divisible kernel has this form.

Property 3.18 Let ¢ be a positive definite kernel with values in Ry. Then:
o v € KL(X) if and only if o' € K+(X) for all t > 0.

o If ¢ is Roy-valued, then ¢ € K4(X) if and only if —logy € K_(X).

16



The following property allows to derive some important negative definite
kernels.

Property 3.19 Let ¢ : X x X — C be a negative definite kernel, and let
w€ Mi(Riy). Consider the function g : D(u) — C defined by

o2) = [0 = exp(-A))du(), (3.14)

where D(u) is the set of z € C for which A\ — (1 —exp(—Az)) is u-integrable.
Then:

o If (X x X) C D(u), then g o) is negative definite;
o A sufficient condition for (X x X) C D(u) is

Yla >0 and /OO A1+ N7t < oo, (3.15)
0

Proof: The first statement is a consequence of the negative definiteness
of 1 —exp(—A¢) for any A > 0 and the “pointwise integration closure” of
K_(X) expressed in (3.7). The remaining proof is in [BCR84]. O

Using the formulas

o & d\
= e | - eea) s (3.16)

and - \
log(1 + 2) :/ (1 — exp(—22)) LN g (3.17)

0
where I' : C4 — C denotes the Gamma function
I(s) = / 11 exp(—t)dt (3.18)
0

that are valid for Rez > 0 and easily established by deriving both sides of
the equations, we have the following very important result as a consequence
of Property 3.19.

Property 3.20 If ¢ is negative definite and satisfies 1|a > 0 then so are
P for 0 < a <1 and log(1+ ).

Integrating both sides of 3.16 we can also conclude (see [BCR84]) that

Property 3.21 If f: X — C satisfies Re f > 0 then for each o € [1,2] the
kernel ¥o(z,y) = —(f(z) + f(y))® is negative definite.

We will see soon how the two latter properties are used to deduce the
negative definiteness of the entropy function.
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3.3 Hilbert space representation

We are now going to see that any positive or negative definite kernel is rep-
resentable respectively as an inner product or a squared distance induced
from the inner product in a Hilbert space H (usually called the feature
space by machine learners) via a feature map ® : X — H that maps each
data point x € X to its feature representation ®(x). This is the great
motivation for using kernel methods in learning, since it allows to gener-
alize algorithms that depend only on distances among data (for example,
translation-independent algorithms), or to build nonlinear versions of algo-
rithms that depend uniquely on mutual inner products, by mapping the
data (that in general lies in a unstructured input set) to a well-structured
Hilbert space. This Hilbert space needs not be unique, and neither do we
bother to find the most “nice” Hilbert space in a general situation. The
idea is never to perform direct computations in H, which has often a very
high dimension, but instead use the kernel function in X to compute inner
products or distances in H.
We start with the case of positive definite kernels.

Property 3.22 A function ¢ : X x X is a positive definite kernel if and
only if there is an Hilbert space H and a mapping ® : X — H such that

p(r,y) = (®(z), 2(y)) (3.19)
forall x,y € X.

Proof: ‘<’: It is immediate, since we have

ZZciﬁj@(xi,xj) = chiﬁj<¢(%)a@(%)> =
i g i g
= <Z Ci‘I’(xZ‘),ZCj(I)(IEj)> Z 0 (3-20)
i J

from the “nonnegativity on the diagonal” property of the inner product.

‘=": For each x € X define the function ¢, : X — C by ¢4 (y) = ¢(z,y).
Let Hy denote the linear subspace of CX generated by the functions {¢, :
x € X}. Let f,g: X — C be two elements of Hp; they can be written in
the form f =), ¢ip,, and g = Zj djpy, for some, not necessarily unique,
{ci}, {d;} € C and {z;},{y;} € X. We are going to see that the function
(.,.): Hy x Hy — C defined by

(f.9) = chi@¢(xi,yj):
- ijf(yj)zzcig(xi) (3.21)

i
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is an inner product in Hy. The second line of (3.21) shows that (.,.) is
indeed well defined (i.e. it does not depend on the choices of the repre-
sentations of f and g). It also shows that (.,.) is sesquilinear. Moreover,
(£, 1) = 2222 cicjp(wi,xj) > 0 from the positive definiteness of ¢. The
sesquilinearity and positivity on the diagonal implies that (.,.) is a posi-
tive definite kernel on Hy. We can also deduce from (3.21) the reproducing
property

(f,pz) = f(x) forall fe Hyand z € X, (3.22)

which implies (¢, py) = ¢(z,y). Since (.,.) is a kernel, from Prop. 3.4 we
have that |f(z)|? < (f, f) - ¢(x,z). Hence (f, f) = 0 if and only if f = 0.
Therefore (.,.) is an inner product, giving Hy the structure of a pre-Hilbert
space. Then H = Hy (the completion of Hy with the norm induced by (., .))
is a Hilbert space that we call the reproducing kernel Hilbert space (RKHS)
associated with . Now define ® to be the mapping = — ¢, and the proof
is complete. O

Although a bit more complicated, the negative definite case reduces to
the “squared Hilbertian distance” representation in the case of real kernels
that vanish on the diagonal (and nowhere else).

Property 3.23 A function v : X x X is a negative definite kernel if and
only if there is a Hilbert space H, a mapping ® : X — H, and a function
f: X — C such that

U(z,y) = [2@)|° + | P(W)II° - 2(®(2), ®(v)) + f(z) + fly)  (3.23)
for all x,y € X. Moreover,

e [f there is some xy € X such that y(z,x¢) € R for all x € X, and if
Y vanishes on the diagonal, )|pn = 0, then one can choose f = 0;

o If Y is real-valued, H may be chosen as a real Hilbert space and equa-
tion (3.23) becomes

D(z,y) = [|®(x) — DY) + f(x) + f(y) (3.24)

o [f 1 is real-valued and vanishes on the diagonal then in addition f = 0,
i.e., Y admits a representation

Y(z,y) = [2(2) - 2(y)]” (3.25)

meaning that \/1 is a semimetric on X such that ® is an isometry.
If furthermore 1 is nonzero outside the diagonal, i.e., ¥(x,y) = 0 if
and only if x =y, then /4 is a metric.
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Proof: Apply Proposition 3.22 to

ola,y) = 3 (Wl 70) + D7 70) — W(w,y) ~ Wlao,x0))  (3:26)

which is positive definite if and only if 1) is negative definite by Prop. 3.11,
and use the fact that

lu = ol* = Jlull® + [[o]* — 2 Re (u,v). (3.27)

(1

Remark 3.24 Notice that it is not true that any squared distance is a neg-
ative definite kernel (it is if and only if the distance is Hilbertian). As
a counterexample, consider the metric space X formed by the four points
1, T, T3, x4 whose distances are represented below:

The matrix of squared distances,

(3.28)

=)
=k O =
= O s =
[

is not negative definite: take for evample ¢ = (—3,1,1,1); then ¢’ Kc =
6 > 0. In this particular case it is easy to prove that X cannot be isomet-
rically embedded in an Fuclidean space. Assume that it could. Then, from
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d(zy,x2) + d(x3,x1) = d(ze,x3) = 2, the points x1, x2 and x3z would be
collinear, and analogously for x1, xo and x4. But then d(x3,x4) = 0, which
s a contradiction.

According to [BCR84], [SS02], the first known approach to generalize the
positive semidefiniteness of matrices to nonfinite sets occurred in the context
of integral equations, leading to a famous theorem published by Mercer in
1909. Mercer’s theorem considers an alternative representation in a feature

space that is not the RKHS of Prop. 3.22:

Theorem 3.25 (Mercer) Let (X,.#, 1) be a finite measure space and k €
L>(X x X) a symmetric real-valued function such that the integral operator

T, : L*(X) — L*(X) defined by

(Tof)(x) = / (2 9) £ (9) dpy) (3.29)

X

is “Mercer positive definite”, that is:

| sle) f@)f du@)nty) > 0 (3.30)
XxX

for all f € L*(X). Let (v;)jen be the L?*(X)-valued sequence of normal-
ized orthogonal eigenfunctions of Ty, and (\;)jen the respective sequence of
nonnegative eigenvalues sorted in non-increasing order. Then:

o (N\j);jel

o It holds k(z,y) = > 72, A\jibj(2)¥;(y) with absolute and uniform con-
vergence almost everywhere in X x X.

Remark 3.26 From the second statement it follows that k corresponds al-
most everywhere to the ordinary inner product in ¢* through the mapping
T — (\/)Tjwj(m))jeN. The feature space associated with this mapping is a
space of real-valued sequences and mot a space of functions in X as the
RKHS; moreover, the inner product in the Mercer representation is the or-
dinary inner product for sequences, instead of the more “arbitrary” inner
product devised in the RKHS. The uniform convergence property guarantees
that one can arbitrarily approximate the kernel function by a representation
in a Fuclidean feature space (i.e. a feature space of finite dimension), by
keeping only the highest eigenvalues. All this would make the Mercer repre-
sentation very appealing, if not for the fact that most kernel-based algorithms
i machine learning merely evaluate the kernel, rather than “working” ez-
plicitly in the feature space, and for this it suffices to guarantee the existence
of a representation rather than having to choose a particular one.

"It turns out that Mercer’s definition of positive definiteness is equivalent to Def. 3.1.
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3.4 Semigroup kernels

We now focus on a specific class of positive and negative definite kernels
which are called “semigroup kernels” and which are studied with some detail
in [BCR84], and see some applications for example in [CEFV05]. We will
see that semigroup kernels may be devised for probability distributions by
considering them as elements in the semigroup of positive measures.

A semigroup (S, o) (or simply S) is a nonempty set S equipped with an
associative composition o and a neutral element e. If o is also commutative,
S is called an abelian semigroup. An involution * in a semigroup S is a
mapping * : S — S satisfying (sot)* = t* o s* for all s,¢ € S. This implies
e* =e. A group is a semigroup where for each element z € X there exists
an inverse z 1 € X verifying zox ! =z oz =e.

The motivation for studying kernels on semigroups in statistical learning
theory has to do with the fact that many interesting sets in this framework
lack the structure of group: this happens for example with the positive
measures M4 (X ), that form an abelian semigroup under pointwise addition,
but not a group since the only invertible is the null measure.®

Though soon we will focus on abelian semigroups with the identical
involution, in what follows we consider the general scenario where (.5, o, *)

is a semigroup (possibly a group) with involution.

Definition 3.27 (Positive and negative definite functions.) Let S be
a semigroup with involution. A function ¢ : S — C is called positive definite
if (s,t) — @(s*ot) is a positive definite kernel. Likewise, it is called negative
definite if (s,t) — p(s* ot) is a negative definite kernel. These kernels are
accordingly called semigroup kernels.

We denote the set of positive and negative definite functions in S re-
spectively by F4(S) and F_(S). The entanglement of the semigroup struc-
ture with that of kernels induces some strong properties on such functions.
For example, if ¢ is a positive or negative definite function, the fact that
(s,t) — @(s* ot) is hermitian implies that ¢(s*) = ¢(s) for all s € S.

Proposition 3.28 Let ¢ € F,(S) and ¢ € F_(S). The basic properties of
positive and negative definite kernels imply, for all s,t € S:

o o(s*) = ¢(s), and analogously for 1. So if we use the identical invo-
lution in S any positive or negative function must be real-valued.

e p(s*os)>0. In particular, p(e) > 0.

o lo(s*ot)2 < p(s*0s)-p(t*ot). In particular, |p(s)|? < ple)-p(s* o).

8 Another example of semigroup that may be of particular interest to us is the semigroup
of strings under concatenation, which however is not abelian.
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e 2Re(s*ot) > 9(s* os) +(t* ot). In particular, 2Rep(t) > (e) +
P(t*ot).

o F.(S) and F_(S) are convex cones in C°, and are closed in the topol-
ogy of pointwise convergence. F(S) is stable under pointwise prod-
ucts.

[BCR84] studies in detail positive and negative definite functions. Some
interesting results have to do with the ability of representing a wide class of
these functions as integrals of semicharacters. This goes beyond our scope, so
we conclude this section by deriving the negative definiteness of the entropy
function, and introducing the Jensen-Shannon kernel.

Example 3.29 (Entropy as a negative definite function.) We are go-
ing to show that the entropy function defined in (2.14) is negative definite.
Due to the pointwise integration closure expressed in (3.7), it suffices to show
that the function v : Ry — R defined by ¢¥(y) = —ylogy is negative definite.
We reproduce here the proof given in [BCR84] (Example 6.5.16).

Note first that

-y +y

7 (3.31)

¥(y) = —ylogy = lim

a—1

as can be seen by L’Hopital’s rule. Then it suffices to prove that y +— %

is negative definite for any o € |1 —¢e,1 + €[ \ {1}, with € > 0 sufficiently

small. We are going to actually prove it for o € 10,2[ \ {1}. The problem
clearly reduces to prove that 1, : R — R defined by

_Jyr, O0<a<l,
Ya(y) —{ T lea<2 (3.32)

is negative definite for any a € 10,2[ \ {1}, and this is ensured by Props. 3.20
and 3.21 from the negative definiteness of W1, —1 and 3.

Example 3.30 (Jensen-Shannon divergence as a squared metric.)
The above result may be used to show that the Jensen-Shannon divergence,
as defined in (2.19), is the square of a metric. As pointed out in [Top02] this
was only recently taken into account by information theoricists, with several
independent proofs being published (for example, in [ES03] a pure analytical
proof is given, without the insights provided by kernel theory).

By the previous example h is a negative definite function on the semi-
group (d%MJ’ﬁ(X),—i-), so it follows that (f,g) — h(f + g) is a semigroup
negative definite kernel on d%Mﬁ(X) X d%Mﬁ(X), and so is the function
J: LMM(X) x LM (X) — R defined by

J(f.g) = (Jc;g) (3.33)
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since h (%) = h(®(f)+ P(9)) with f — ®(f) = % Since in addition

(f,9) — —M is trivially negative definite (see Prop. 3.7), we have
that J is a negative definite kernel, for being the sum of negative definite
kernels. Since J(f,g) = 0 if and only if f = g, we have by property 3.23
that \/J is a metric.

Example 3.31 (Jensen-Shannon kernel.) Following [CV05, CFV05] we
now derive a positive definite kernel between measures. Divergence-based
kernels have also been devised in [HB04, MHV03].

First, notice that by Prop. 5.18 the kernel kj = exp(—tj) is, for any
t > 0, positive definite and, in particular, infinitely divisible. Hence, its
normalized version

- _ kj(f:9) _
1(5:9) Ve, Hrj(g,9)

S (_m (Hg) +t.w>+h<g>) _

2 2
— exp(~tJ(f,9)) (3.34)

is also, for anyt > 0, an infinitely divisible positive definite kernel’, defined
on LMMNX) x LMM(X), and satisfying kj|a = 1. Notice however that
kg 18 not a semigroup kernel, unlike 3, although it may be regarded as the
normalization of a semigroup kernel.

4 Information geometry

We now describe some concepts from differential geometry that are useful
to characterize certain properties of parametric and non-parametric statis-
tical models. There actually have been many approaches to reinterpret the
classical statistical and information theoretic methods through a differential
geometric perspective, leading to recent advances in the so-called field of
“Information geometry” [ANO1, MR93]. We start by briefly reviewing some
basic concepts and terminology used in the field of differential geometry,
and then proceed to show how they apply in the geometry of “statistical
manifolds”.

4.1 Basic concepts of differential geometry

Intuitively, a manifold M is a set that “behaves” locally like an FEuclidean
space. We endow M successively with three layers of structure: a topological
layer, which allows to handle notions as continuity, a differentiable layer,

9Tt is easy to show that normalizing a R, ;-valued kernel preserves infinitely divisible
positive definiteness.
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which introduces differentiability and smoothness, and a Riemannian layer,
which allows defining lengths, angles, and curvatures.

4.1.1 Topological manifolds

A homeomorphism between two topological spaces X and Y is a map ¢ :
X — Y that is continuous, bijective, and whose inverse ¢!
uous (this means that each open subset of X is mapped to an open subset
of Y and vice-versa).

Let M be a Hausdorff second countable set, i.e., a Hausdorff space with
a countable basis for its topology'®. We say that M is a n-dimensional
topological manifold if it is locally homeomorphic to an Euclidean space
R™ i.e., if each p € M has a neighborhood U C M for which there is a
homeomorphism ¢ from U to an open subset of R". These homeomorphisms
are called the charts or local coordinate systems of the manifold. A set of
local coordinate systems whose domains cover M is called an atlas.

Not all manifolds admit a global coordinate system: consider for exam-
ple the sphere or the torus, for which we can only define local coordinate
systems. However, the most addressed in the framework of “information
geometry” either admit one, or we are only worried about local behaviors
that can be studied using a single coordinate system.

If p € M is a point in the manifold, and ¢ : U C M — R" is a local
coordinate system such that p € U, we call p(p) = [¢1(p),...,"(p)] =
[€1,...,&"] the local coordinates of p, and the n functions ¢° : U — R the
coordinate functions (cf. Fig. 2). We denote p = [¢/]. If ¢ : V C M — R®,
¥ = [p?] is another local coordinate system such that p € V, then p has
coordinates [¢/] € R™ with respect to ¢ and [p’] € R™ with respect to .
The latter may be obtained from the former by applying the coordinate
transformation or transition function v o =t : (U NV) C R® — R™,

is also contin-

I
|

¢ 3= )
|

N

Figure 2: Coordinate functions of a topological manifold.

10This assumption excludes some pathological cases. It is not too strong for our pur-
poses: any separable (i.e. that has a dense countable subset) metric space under the or-
dinary topology is Hausdorff second countable. This includes all the finite Hilbert spaces,
which are isomorphic to R™.

25



By requiring these coordinate transformations to be smooth, we are led
to the notion of differentiable manifold.

4.1.2 Differentiable manifolds

Let U C R™ and V C R" be open sets. A map f: U — V is said to be
smooth or infinitely differentiable (denoted C*°) if it has continuous partial
derivatives of all orders; the set of such maps is denoted C*°(U,V). If
f € C=(U,V) is bijective and f~! € C>(V,U), we say that f is a C°-
diffeomorphism.

Let M be a n-dimensional topological manifold with atlas A. We say
that M is a differentiable manifold if for any pair of charts p,1 € A with
domains respectively U C M and V C M, the transition function v o ¢!,
defined in (U NV), is a C*°-diffeomorphism with respect to its image.

The above notion of smoothness may be extended to maps between man-
ifolds. If M, N are differentiable manifolds, we say that f: M — N is C*
if for any pair of charts ¢ : U C M — R™ and ¢ : V C N — R" such
that f(U) CV we have 1o fop~t € C®(p(U),R"). Notice that the latter
is simply the coordinated version of f. A C*°-diffeomorphism between two
manifolds M, N is a bijection f : M — N such that f € C*°(M,N) and
f~te C®(N,M).

In particular, a function f : M — R is C® if fop~!t € C®(p(U),R)
for any local chart . The set of C°°(M,R) functions is denoted F(M). It
is straightforward that f is C*°(M, N) if and only if g o f € F(M) for all
g € F(N).

4.1.3 Tangent spaces

When M is a n-dimensional surface in R™ parameterized as M = {x € R™ :
f(z) = 0}, where f : R™ — R" is a differentiable map with component
functions fi,..., fn, the tangent space at p € M, denoted T,M, is simply
the vector space orthogonal to span{Vyfilp,...,Vafulp}. Tangent vectors
are elements of this space; they correspond to “local derivatives of functions
along a path”.

The definition of tangent space for a general manifold must be intrinsic,
and captures the intuitive notion of the tangent space 7T,,M as the vector
space obtained by “locally linearizing” M around p (see Fig. 3). The ele-
ments of T, M, the tangent vectors, are defined as “equivalence classes of
curves that have the same velocity vectors at p.” Let v: I C R — M be
the parameterization of a curve such that vy(a) = p. If we take a smooth
function f € F(M), we may take the composition fo~y: I — R and consider
its derivative, which is called the directional derivative of f along the curve
7. Introducing local coordinates [¢!,. .., ¢"] and defining 7(t) = &'(y(t)) for
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t € I, we may write this derivative as:

o NS(0F) ()
o = () -

=1
_ (9f dv'(t)
_ <a§i>7(t) AUl (4.1)

where in the last line we used the Einstein notation. The tangent vector 4(a)
at p = 7y(a) is defined as the operator that maps f € F(M) to its directional
derivative at t = a. The tangent vector at point p of the i-th coordinate

curve, <a%i) : F(M) — R maps f — (ﬁ) . Considering the set of all
P P

aEl
curves that pass through p, the set of all tangent vectors corresponding to
these curves forms a linear space, that we define to be the tangent space
T,M. Given a coordinate system [€1,...,€"] in a neighborhood of p, the

vectors (%) ey (%) form a basis for T), M, which is called the natural
P »

basis with respect to the coordinate system [¢1, ... &7

2

,
>7

Figure 3: Tangent space.

4.1.4 Submanifolds

Our first description of a tangent space considered a manifold as a surface
in R™. Actually, we often represent a m-dimensional manifold M in an
ambient space as a submanifold of a n-dimensional manifold N, with n > m.
Technically, we say that M is a submanifold of NV if:

e M is endowed with the induced topology of N,
e the embedding ¢ : M — N defined by «(p) = p is C*°, and

e for each p € M and each coordinate systems [07] of M and [¢'] of N,

the matrix (%)p has full rank.
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An important property is that, if M is a submanifold of N, then for any
point p € M, the tangent space T),M is a linear subspace of T, N. We next
see some examples (to be later used) of submanifolds of Euclidean spaces.

Example 4.1 (The n-sphere as submanifold of R"*!) The n-sphere S"
may be represented in the ambient space R as

n+1
Snz{xeR”H:Zx?:l}. (4.2)

i=1

A point p € S™ may be represented in the Cartesian coordinate system [¢Y]

of R*t1 as p = (1,...,Zny1). The tangent space T),S,, is a linear subspace
n+1

of TpRnH’ and can be represented in the natural basis {((9‘21) } of the
P)i=1

embedding tangent space TpR”+1 as follows:

n+1
T,S, = {v ER™ Y vy = 0} : (4.3)

=1

This results from the fact that T,S, = (span{VIﬂp})L, with f: R"*1 - R
defined as f(x) = S0 2?2 — 1.

Example 4.2 (The open n-simplex as submanifold of R"*!') Also the
n-dimensional open simplex P, is a submanifold of R"*' and can be repre-
sented as

n+1
P”E{xeR”+1:xi>0,in:1}. (4.4)
i=1

Analogously, T,IP,, can be represented in the natural basis of TPR”Jrl as:

n+1
T,P, = {UERRH : Zvi:()}. (4.5)

=1

4.1.5 Tangent bundle, vector fields and tensor fields

The tangent bundle of M is the disjoint union of the tangent spaces of each
point in the manifold,

T™ = | | T,M. (4.6)

peEM

Its position map is the surjective map = : T'M — M that maps v, — p for
any v, € T,M, i.e., 7 Y(p) = T,M. A vector field is a map X : M — TM
that associates to each point p a tangent vector in T, M, i.e., such that
moX = IM.
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From now on we assume that M has a global coordinate system, that
we denote by [¢']. In this case we may define n vector fields formed by the

natural basis, through the mappings 0; = C% Ip (8%1-) yfori=1,... n.
¢ P

The value of any vector field X at a point p may be written as a linear
combination' Xp = X;@i with X; € R. Doing this for all p € M forms n
functions X* : M — R that are the components of the vector field X with
respect to [€%], so we may write X = X'0;. If each X* € F(M), we say
that X is a C*°-vector field. This definition does not depend on the choice
of the coordinate system: if we choose a different global coordinate system
[p7], the same vector field is expressible as X = X79;, where 9; = 8 -, and
it holds: op
7
Xi=x-" 26 (4.7)
We denote by X (M) the set of C*°-vector fields in M.
We now introduce the notion of tensor field. For each point p, let [T},)
and [T,]! denote respectively the families of multilinear mappings of the
form T,M x ... x T,M — R and of the form T,M x ... x T, M — T,M. A

r times r times
map A : p — A, which associates at each point p a multilinear mapping

A, € [T,]7 is called a tensor field of type (q,7), for ¢ = 0,1, where r is called
the covariant degree and ¢ the contravariant degree. If for any fixed r vector
fields X, ..., X, the mapping A(Xy,...,X,) is C, i.e. it is in F (resp. in
X), we call A a C*®-tensor field. A (C*>°-)vector field is a (C°°-)tensor field
of type (1,0). We will next introduce a C*°-tensor field of type (0,2), the
Riemannian metric.

4.1.6 Riemannian manifolds

Suppose that for each point p € M, a local inner product is defined on
the tangent space T, M, i.e., a real-valued function (, >p — R that satisfies
the axioms on Example 2.4. From the bilinearity of the inner product, we
have that the map g : p — <,>p is a tensor field of type (0,2). If it is in
addition a C*°-tensor field, we say that g is a Riemannian metric on M. A
manifold M endowed with a Riemannian metric ¢ is called a Riemannian
manifold, and denoted (M, g). It is important to note that such a metric is
not naturally determined by the structure of M, i.e., it is possible to consider
an infinite number of Riemannian metrics on M. If we fix a coordinate
system [¢7], we may represent g by its component functions with respect to
[€Y], namely g;; = (0;,0;). From the bilinearity of the inner product, these
component functions completely determine g, i.e., given any two tangent
vectors D, D’ € T,M written in terms of their coordinates as D = D*(9;),
and D' = D'/(9;),,, their inner product is given by

(D,D'), = gij(p)D'D". (4.8)

29



The matrix G(p) = [gij(p)]1<i,j<n is obviously positive semidefinite for each
p € M. If we choose a different coordinate system [p¥] the new components
Gr with respect to [p*] relate with gij via

o¢t gl
Gkl = Yij <6,§’f> ((‘fpl> . (4.9)

The Riemannian metric allows us to measure lengths and angles in the
manifold. The length ||y|| of a curve v : [a,b] — M is defined as

b b
Il = / 14 dt = / N (4.10)
= d

where ' = £ (¢ o). This allows defining the geodesic distance dg(z,y)
between two points in the manifold as
de(xz,y) = inf , 4.11
g(z,y) ot [l (4.11)
where I'(x, y) denotes the set of piecewise differentiable curves connecting z
and y.

4.1.7 Tangent map, pull-back metric, and isometries

Consider now a diffeomorphism f : M — N between two diferentiable man-
ifolds. In order to map velocity vectors of curves v in M to velocity vectors
of curves f(v) in N, we define the tangent map

fo it TpM — Ty N

o o o (4.12)

with 7 +— (fv) -7 =wv-(ro f) for all r € F(NN). The coordinated version of
f« is simply the Jacobian matrix associated with the coordinated version of
f [Leb06]. Fig. 4 gives a geometric interpretation.

Figure 4: Tangent map.

Notice that a diffeomorphism as above, f : M — N, when (N,h) is a
Riemannian manifold, automatically endows M with a Riemannian struc-
ture, since the metric A in N induces a metric in f*h in M, called the
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pull-back metric, via the tangent map f,, as

(f*h)p: T,M x T,M — R

(w0) > (fR)p(u,0) (4.13)

with (f*h),(u,v) = by (feu, fxv). Intuitively, to calculate the inner prod-
uct of two velocity vectors in T, M we map them to velocity vectors in Ty, N
and let the metric in N do the job.

Two Riemannian manifolds (M, g) and (IV,h) are said to be isometric
if there is a diffeomorphism f : M — N such that g,(u,v) = (f*h)(u,v)
for each p € M, and u,v € T,M. In that case f is called an isometry.
Isometries preserve the geodesic distance function, i.e., it holds dy(z,y) =

dn(f(z), f(y)) for all z,y € M.

4.2 The geometry of probability models

We now give an important characterization of the geometry of the space of
probability distributions as an affine space, having the exponential families
as an affine subspace. For this, we follow [MR93]. Then we consider finite
dimensional statistical manifolds and show how the Fisher metric induces a
Riemannian atructure.

4.2.1 Affine spaces

An affine space is a set that becomes a vector space by selecting a point
to be the zero point. More formally, it is a set X together with a vector
space V', where each vector v € V corresponds to a translation function
Ty + X — X satisfying:

1. 7y o Ty = Tyt for all u,v € V|
2. For any z,y € X there is a unique v € V such that y = 7,(x).

Let X be an affine space. If we declare a point g € X as the origin,
there is a natural bijection f : X — V that identifies each point z € X
with the vector v € V such that x = 7,(x); in particular f(xo) = 0, ie.,
the origin is identified with the zero vector. A simple example of affine
space is the Euclidean plane: once we choose an origin and fix a basis of
vectors each point receives a set of coordinates. Such a coordinate system is
called an affine coordinate system. An important fact is that a set X with
a collection of coordinate systems is an affine space if and only if any two
coordinate systems 0, : X — R are affinely related, i.e., if and only if there
is a matrix 4 and a vector b such that 6'(z) = A;fj(az) + b holds for each
x € X. Another fundamental geometric property of affine spaces, as we
show below, is its flatness.
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4.2.2 Positive measures as an affine space via the log-likelihood

We now show how positive measures on an event space X form an affine
space. To be able to work with measure densities, we restrain ourselves to a
set M of measures that are absolutely continuous with respect to each other.
If we choose an origin v for M, we may identify each measure y € M with
its density with respect to v, the Radon-Nikodym derivative p = %, which
is unique up to equivalence within measure zero and satisfies p > 0 almost
everywhere. To turn M into an affine space, we have to define a translation
between measures (or, equivalently, densities). Pointwise multiplication by a
positive function f would be a natural first candidate (in fact, any density p;
may be translated to pa by a unique positive function f such that ps = fp1),
but this must be discarded since positive functions do not form a vector
space. This may be overcome by considering the vector space Rx of the v-
measurable functions on X, i.e., the random variables, and let translation by
f mean p — exp(f)p, using the fact that exp(f) > 0. In terms of measures,
the translation function is

TP M — M

po o () = exp(f)dp, (4.14)

and it is straightforward that this turns M into an affine space. If we choose
an origin v for M, it becomes a vector space, where each measure y € M is
identified with the vector f € Rx that translates v to u; this corresponds
to the log-likelthood map

{: M — Rx

4.15
w=pdv +— L(u)=Ilogp. ( )

Obviously, ¢(v) =log1 = 0, i.e., the base measure corresponds to the zero
function.

Denote by M' = {u € M : u(X) = 1} the space of all probability
measures in M. M! cannot be seen as an affine subspace inside M, since
Jx exp(f)pdv = 1 would require E,(exp(f)) =1 and the subset of Rx for
which this holds is not a vector space. However, instead of regarding each
probability measure as a point in M, we may regard it as an equivalence
class of finite measures in M up to scale (see Fig. 5). Two finite measures are
considered equivalent if they are rescalings of each other; in that case their
L'-normalization reaches a unique probability measure. But “rescaling” in
the affine space M corresponds to translation by a constant function, i.e.,
Ap = exp(log \)p = exp(C)p; hence, if a measure u corresponds (via the log-
likelihood) to a function f in Ry, then the equivalence class of a measure up
to scale, say R, 1 - u, corresponds to that of a function up to the addition of a
constant, say f+R-1. The set of functions up to constants, i.e. the quotient
space Rx /R -1, is a vector space, hence it is straightforward that measures
up to scale define an affine space. The set of finite measures up to scale
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is a subset of this affine space; it corresponds to the set M of probability
measures, and it is not affine.

A
4N

Figure 5: Two ways of regarding a probability distribution: as a point in
M*, or as a “ray” in M.

4.2.3 Exponential families as an affine space

Unless the event space X is finite, the set of positive measures on X is
infinite-dimensional, and this poses theoretical problems in treating it as
a statistical manifold. Instead, we often consider parametric families of
probability distributions

S={Pye ML(X):0€ 0} (4.16)

where the open set © C R™ is the space of parameters. We assume further
that for all x € X the function 6 +— p(z;0), where p(.;0) is the density of
Py with respect to the base measure v, is a C°°-diffeomorphism, and that
supp(Py) = X for all 8, which means that p(z,0) > 0 for all § € © and
r e X.

We now show that a family of probability measures which forms a finite-
dimensional affine subspace of the set of measures up to scale corresponds to
an ezponential family. Indeed, let S be an r-dimensional affine subspace of
the set of measures up to scale. Then S is spanned by linearly independent
non-constant random variables fi,..., fr, and if v is one of the measures
(up to scale) taken as origin, any measure p in S may be expressed as

p=exp(@'fi+...+60"f — K)dv (4.17)

for some coordinates 6',...,0" € R and where K € R is a constant that
scales p. The probability measures in this subspace correspond to those
which are finite, and may be obtained by properly setting K = K (0) (called
the cumulant generating function) to turn u into a probability measure:

K(0) = log/X exp(Of1 4 ...+ 07 f.)dv. (4.18)
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Theset © = {(0',...,0") = p: u(X) < oo} corresponding to finite measures
up-to-scale (hence, probability measures) is a convex set of R”, and such
families of probability measures are called exponential families. A great
number of distributions widely used in statistics are exponential families: the
normal, gamma, Dirichlet, Bernoulli, multinomial, Poisson, and geometric
are some examples.

Example 4.3 (Normal family) The normal family, usually parameter-

1zed as ( 2
1 —(z—pu
= ex dx 4.19
o OXP ( 552 > (4.19)
where the sample space is R with the Lebesgue measure dx, and the param-
eters are i € R and o > 0, is an exponential family. Indeed it can also be
parameterized as

dP(xz;0",6%) = exp(f1(2)0" (x) + fo(2)0?(z) — K(0))dx (4.20)

dP(z; p, 0%)

with random variables fi, fa defined by fi1(x) = 22, fo(x) = x, parameters
61,02 given by
1 2 M

cumulant generating function

W) (%)

01 40t
and the Lebesgue measure as base measure. The parameter 6 = (01,0%) is
called the canonical parameter, and lies in the open subset of R? defined by
6' < 0. It follows that the normal family forms an affine subspace of the
space of measures up to scale. As an affine space, it holds that any other
canonical parameterization (n*,n?) is affinely related with (6*,6?%).

K(8) = %log ( (4.22)

Example 4.4 (Finite nonparametric spaces) Let X be a finite event
space with m events x1,...,xy, that occur respectively with probabilities
€L ..., €™, Notice that there are only m—1 degrees of freedom in the param-
eters &L, ..., €™, since we must have Y it & = 1. So, the family of m-sized
nonparametric spaces may be parameterized by the open set = C R™~1

m—1
BE= {(51,...,57”_1) : Zgi <1, €&>0 foranyi= 1,...,m},
i=1
(4.23)
defining €™ =1 — Z:i}l £
This is also an exponential family. It may be alternatively parameterized
with canonical parameters 6 = (6%,...,0™71) as

m—1
dP(z;60) = exp (Z fi(2)0(z) — K(9)> dv(z) (4.24)
=1
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with random variables f; defined by

1, 2=z
filz) = { 0 £ (4.25)
parameters 0° given by
: £ £
92 == log 7 = lOg 7m’ (426)
1-ymte ¢

cumulant generating function

m—1
K(0) = log (1 + ) exp(ei)> : (4.27)

1=1

and v being the counting measure. The parameter space is © = R™™1,

Example 4.5 (Multinomial family) The multinomial family may be seen
as a generalization of the finite nonparametric space and yields a very sim-
ilar expansion as an exponential family. Multinomials appear frequently in
communication theory. Suppose that a source emits symbols o1,...,0m € X
with emission probabilities €', ..., €™, and consider Bernoulli sequences of
n symbols. Let the random variables x1,..., T, mean the number of times
each symbol occurs. This gives rise to a multinomial distribution,

m

| .
dP(ar,. g €M) = )™ (@2)

zq!- m! T

Again, there are only m — 1 degrees of freedom, so, the family of m-sized
multinomials may be parameterized by the open set = C R™~1

m—1
== {(él,...,/sm*) ) <1l >0 foranyi—l,...,m},
= (4.29)

defining ™ =1 — Z?l_ll €. Denote x = (x1,...,2m) and € = (€4,...,&™).
The log-likelihood of an element of this family is given by

U(w;€) =logp(w;§) = C(z) + > wilog, (4.30)
i=1

where C(x) = log(n!) — > log(z;!) is independent of §. The mazimum
likelihood estimation 2 of the emission probabilities can be obtained by mazx-
imizing the previous expression (using a Lagrange multiplier to handle the
restriction Y, & = 1). As expected, it is given by EZ = x;/n, for each
1=1,...,n, and it is unbiased, i.e., & (21) = E(z;/n) = &
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The multinomial family is an exponential family; it may be alternatively
parameterized with canonical parameters 0 = (0*,...,0™ 1) as

m—1
dP(x;0) = exp (Z filx)8 (z) — K<9)> dv(z) (4.31)

with random variables f; defined by fi(x) = x;, parameters 6° given by

L S
[y = log (4.32)

0" = log e

scale factor
m—1 ‘
K(0) = nlog (1 + Z exp(@z)> , (4.33)
i=1

and base measure v with density

n (4.34)

1!y

with respect to the counting measure. The parameter space is © = R™ 1,

4.2.4 The Fisher metric

We next endow statistical manifolds with an appropriate Riemannian metric.
This is proved to be, through Cencov’s theorem [MR93, ANO1, Leb05], “the
only invariant metric under sufficient statistics transformations”.

Let ¢(z;0) = logp(x;0) be the log-likelihood function of py. The way
¢(x; 0) behaves under small perturbations of the parameters may be studied
via the score map s : X x @ — R",

s(z;0) = Vol(x;0) = Vglogp(x;0), (4.35)

ie. [si(z;0)] = [880i€(:1:;9)] = [0;f(x;0)]. Tt is straightforward that the

expected value of the score is zero:

Bulsi) = [ plast) g ogplai6)dv(a) =

= Zi1=o. (4.36)
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For each 6 € ©, we define the Fisher information matriz G(0) = [gi;(0)]
as the covariance matrix of the scores,

9ij(0) = Eg[shs)] = Egl0ilg0;te) =

= [ i) (g5 1020003 ) (g5 Towplas0) ) i) =
= —Ep[0;0;ly], (4.37)

where the last equality may be obtained by adding 0 = %;m Jx p(x, 0)dv(x),
interchanging the order of the integration and differentiation, and using the
rule for the derivative of products.

The Fisher information matrix G(6) is positive semidefinite for all § € ©,
and positive definite if the scores {s}} are linearly independent when seen as
functions on X. If we further assume that each g;; : © — R is C'°°, we may
define the inner product of the natural basis of the coordinate system [6°]
by gij = (0;,0;), leading to a Riemannian metric g : pg — (,), in S which
is called the Fisher metric:

(X,Y)y, = (X'0;,Y70;), = X'Y7(0;,0;), =
X'Y7g;; = X'YIEy[(0; - £)(9; - £)], (4.38)

defined for any tangent vectors X,Y € T,,S with coordinates X = X i0;
and Y = Y'9; with respect to the natural basis. Another way to write the
previous equation is:

(X,Y)g = Ep[(X - O)(Y - 0)] (4.39)

which emphasizes the characterization of tangent vectors as derivative op-
erators.

4.2.5 The embedding curvature

We now give some conditions for a parametric family of probability measures
S = {Py} to be an exponential family. Suppose that S is a submanifold of
the affine space of positive measures M. As seen above, if we choose an
origin v for M, we may associate each measure to the loglikelihood of its
density, and M becomes a vector space. Moreover, for each point p € S we
may identify the tangent space T),S as an affine subspace of T,,M spanned
by the score vectors

ol
i(p) = — 4.40
(p) = 55 () (4.40)
fori=1,...,7 (see [MR93] for more details). Then, a necessary and suffi-

cient condition for S to be affine is that the partial derivatives of the scores
(i.e. the second derivatives of the log-likelihood)

0*(

bij(p) = 557505 ()

(4.41)
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lie in the span of the scores /1, ..., ¢, and the constant random variables. If
we consider the family S = {exp(A)p : A € R,p € S} obtainable from S by
considering scalings of its measures, we may parametrize S with the same
parameters as S, 01, ..., 0., plus an extra parameter 6,1 = A to account for
the scaling factors. Then the loglikelihoods of the measures in S up-to-scale
are the same as the loglikelihoods of the distributions in S, up to the addition
of a constant random variable, i.e., £(exp(A\)p) = £(p) + A. Hence ¢; = ¢; for
i=1,...,r,and ZTH = 1. So the previous condition may be stated “S is an
exponentlal family if and only if each ¢;; (or EU) lies in the span of the scores
¢;.” If we introduce the Fisher metric g in S to define the inner product in
T pS , another way to state this result is that “S is an exponential family if
and only if the component of each ¢;; normal to TpS’ vanishes;” this normal
component is denoted «;; and called the second fundamental form [MR93]
or embedding curvature [ANO1]; it is given by

aij = Lij — g™ E(lijlm )by — E(L), (4.42)

so we have that S is an exponential family if and only if o;; = 0 for each
i i=1,....r

4.3 Finite non-parametric spaces

Let’s return to the scenario of the examples 4.4 and 4.5, where we assume
that the event space X = {z1...,2,41} is a finite set. Then the set of
probability distributions over X is the well-known probability simplex

Pr={p: X >R :p(x;) =620, 6;=1}. (4.43)
=1

This is not a manifold, but merely a manifold with corners [Leb05]. We
may however consider its interior P”, whose points are the strictly positive
probability distributions over X, and that is called the open probability
simplex (cf. Example 4.2). We have seen above that P" is actually a differ-
entiable manifold. It can be characterized extrinsically as a submanifold of
R™*! through (4.4), or intrinsically through the parameter space expressed
in (4.23). Such a probability model is called the finite non-parametric model.
It is often considered in nonparametric techniques of density estimation, for
example in the method of Parzen windows.

We now consider the extrinsic representation provided in Example 4.2.
The loglikelihood and its first and second derivatives are given by

n+1
£(6) = log p(x,0) le log #°, (4.44)
T
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and it follows that the Fisher information metric Jp on P" is given by:

9;;¢(0) =

logp(x,0) = (01)255, (4.46)

n+1n-+1

TJo(u,v) = (u,v)y = — Z Zu v/ Ep <80?849] log p(z, 0)>

=1 j=1
n+1 o 2
= Zullee ((01)2> =
= ZUQ, : (4.47)

where u,v € T,P" are represented by their coordinates in the natural basis
of the embedding tangent space TpR"+1, and where we used the fact that

Notice that this parameterization of the open simplex P" represents also
the multinomial distribution, as shown in Example 4.5. The only difference
is that the latter includes an additive term in the loglikelihood that is con-
stant in 6 (cf. (4.30)), and hence it does not affect the subsequent derivatives
nor the expression for the Fisher metric. So, in what follows, we actually
may regard this manifold either as the space of all positive distributions in a
finite event space, or as the parametric space of the multinomial distribution.

Consider now the positive portion of the n-sphere of radius 2, whose
extrinsic representation as a submanifold of R"*1 (cf. (4.2)) is

n+1
S {9 ER™:N () =4,0" > 0} : (4.48)

i=1

and the C*° map between manifolds, f : P" — S?r’i, defined in terms of the
Euclidean coordinates of R**! as:

O, ..., 0" = 2V, ... 2V, (4.49)

. . _ 2 .
whose inverse is f~! : S}y — P" given by

_ 1\2 n+1\2
I, o = <(’74) B y ) > (4.50)

Let p be an arbitrary point in P™ that is mapped to f(p) in Sii The

tangent map of f~! at f(p), fi' Ty )S++ — TpP", may be obtalned by
calculating the Jacobian matrix of the coordinated version of f~! (cf. (4.12)),
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considering the two manifolds embedded in R™*1; it yields:

n+1 —1
_ O0f;
1 1
filw) = Ju_Ez:uﬂTnj =

j=1

(4.51)

We can now pullback the Fisher metric on P* to Sﬁﬁ through f~1; it
yields:

(W, 0) iy = To(fitu, flv) =

iy wini
- e () o (5 -
1 1<i<n+1 1<i<n+1
iy

= > ww =y, (4.52)

which is the Euclidean metric § on Sii inherited from the embedding Eu-

clidean space R™*!. This makes f : (P",J) — (Srfi, ) an isometry, i.e.,

Proposition 4.6 The probability simplex P endowed with the Fisher met-
ric is isometric to the positive orthant of the sphere, Si’i, endowed with the
usual Fuclidean metric.

This means that the geodesics in the Riemannian manifold (P", J) corre-
spond to arcs of great circles in Srfri via the mapping f : P* — Sii (see
Fig. 6). Hence we are able to calculate the geodesic distance between two

finite nonparametric or multinomial distributions with probability vectors

0=(0",...,0"" ) and 0 = ()", ..., (0")"*") via:

n+1
d7(0,0") = ds(f(0), f(0")) = 2arccos (Z \/ 0 (9’)i> . (4.53)
i=1

We will see in the next section how this geodesic distance induces gen-
erative kernels defined in the open simplex.
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Figure 6: Illustration of Prop. 4.6.

5 Generative kernels

In this section we discuss an important class of kernels that have in common
the property of having been designed through some modeling on the data
generation; for this reason, they are termed “generative”. This is an infor-
mal designation that has more to do with the process by which the kernel is
devised than with the kernel function itself. In fact, we are going to see that
some kernels derived in generative approaches reduce to the classic poly-
nomial or Gaussian kernels that are typically addressed in “nongenerative”
approaches.

As a motivation, consider for example a binary classification problem,
where the data lies in a input space X and the label set is Y = {—1,+1}.
A pure generative approach starts by using the training data to estimate
the conditional densities p(x| — 1) and p(z| + 1), where € X, from which
it builds a classifier, for example using a “frequentist” point of view, via
the maximum likelihood, gur, () = argmaxycy p(z|y), or a “Bayesian” one,
via the maximum a posteriori (MAP) ymap(xz) = argmaxycy p(z|y)p(y),
based on some prior belief (e.g. empirical) about the label distribution p(y).
By contrast, a kernel-based discriminative approach like a support vector
classifier starts by properly choosing a kernel, or equivalently a feature map
® : X — F, conceptually embeds the data in F' and uses the training data
to find a linear discriminant in the feature space. Of course, the overall
performance will depend strongly on the choice of the kernel: this choice
should reflect the prior knowledge about how the data was generated. Lately,
there have been many approaches to automatically learn the kernel from
data (for instance, [LCB"04]). But even in those there is always a prior
step where at least a suitable family of kernels must be chosen.

Generative kernels try to combine the advantages of both generative and
discriminative approaches by introducing generative models on data and use
them to devise a kernel. This can be done in many ways: (i) mapping data
to points in a probability space and devising a kernel between probability
distributions, (ii) considering a fixed probability distribution and study how
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does it “fit” each data point, (iii) assuming that there is some hidden model
that governs the data generation and marginalizing with respect to this
model, etc. We next present some generative kernels that make use of these
various possibilities.

5.1 Marginalization kernels

Marginalization kernels are described in some detail in [STCO04], where some
applications to hidden Markov models (HMMs) and other graphical models
are devised. The idea is to consider a model class M, that we suppose to be
discrete (which is the typical scenario where marginalization kernels arise),
albeit a generalization for the continuous case is straightforward. Assume
that there is a hidden model m € M governing the generation of data, such
that data are conditionally independent given the model, i.e., for x,y € X,
p(z,ylm) = p(x|m)p(y|m). If we have a prior P(m) defined on the model
class, we can marginalize to obtain:

p(w,y) = Y plalm)p(y/m)P(m) (5.1)

meM

and this defines a (sort of naive Bayes) positive definite kernel on X, since
it is a convex combination of kernels of the form f(z) - f(y).

As an example, consider a finite alphabet ¥ and let X = X" (the set of
strings of characters in ¥ with length n). If we assume that each string is gen-
erated by a HMM with hidden states h1,...,h, € H, we may consider M =
H"™ i.e., each model as a sequence of hidden states. The marginalization
is then carried over all possible sequences of hidden states, and the Markov
property implies that P(m) = P(h,...,h,) = P(h1) [[;—y P(hilhi—1), so

pla,y) = > I p@ilhi)p(yilhi) P(hilhi-), (5.2)

heH"™ i=1

where by convention P(hi|hg) = P(h1). This reasoning may be generalized
for other graphical models, so we conclude that in those cases we can treat
the joint distribution p(x,y) as a positive definite kernel. This makes ap-
plicable a lot of discriminative learning techniques like the support vector
machines.

Notice that this kernel was devised from a generative perspective, con-
strasting to other kernels that are usually applied to discrete data, like the
whole class of convolution kernels described in [Hau99].

5.2 The Fisher kernel

The Fisher kernel was one of the earliest purposes of generative kernels, in-
troduced in [JH98|. Consider a parametric family of u-absolutely continuous
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probability distributions on (X, .Z, u),
Mg = {Py € M} (X): 0 € O}, (5.3)

where ©® C R", which is supposed to be a differentiable manifold, and can
be given a Riemannian structure if we endow it with the Fisher metric 7,
via the Fisher information matrix (recall (4.37))

G(0) = [9:5(0)] = Eo(s0 - 55 ), (5-4)

where sg = Vgly is the score vector, £y = logpg is the loglikelihood and
Py = % is the density associated with the distribution Pj.

Now fix a parameter setting 0 € ©. This is the same as choosing a par-
ticular point Py in the statistical manifold. We may study how a data point
x € X makes the loglikelihood function logpg(z) vary in the neighborhood
of the parameter setting 6. Specifically, this can be done by computing the
score vector at 6,

so(x) = Vglogpy(), (5.5)

which it is the gradient of the loglikelihood #y(x) and so corresponds to its
steepest ascent direction at 6. Suppose now that we have two data points
x,y € X whose kernel we wish to compute. We can calculate the two score
vectors sp(z) and sg(y) and compare them. Geometrically, these are the two
vectors in the tangent space Tp, Mg that correspond to the steepest ascent
directions of the loglikelihood functions fg(x) and fy(y). However, Mg is in
general a curved manifold, and so, as pointed out in [Ama98], the natural
basis of T'p, Mg is not necessarily orthonormed. We should use instead of
Vg the natural gradient Vg, that depends on the local Riemannian metric
(in this case, given by the Fisher information) in the following way:

Vol = G(0) " Vely. (5.6)

Notice that under the Euclidean metric, Vo = V. Geometrically, the
natural gradient corresponds to the direction of steepest ascent along the
manifold, i.e. the direction that maximizes the loglikelihood function while
traversing the minimum distance in the manifold, being the distance given
by the Riemannian metric (cf. (4.11)). This is an intrinsic notion, i.e. it
does not depend on the chosen coordinate system. Next, to define a positive
kernel between x and y, we may consider the natural gradient mapping at
0,

®: X — Tp,Me

T o B(x) = Voly(a), (5.7)

and, again, use the local inner product in Tp,Mg given by Riemannian
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metric. This yields the Fisher kernel:

k(z,y) = Jo(®(x), ®(y)) =

so(2))G(0) ' s0(y). (5-8)

By construction, the Fisher kernel is independent of the choice of the coor-
dinate system. Notice that the matrix G(#) depends only on the parameter
setting and not on the data points; however, albeit in particular cases it
admits a closed form expression, in general it is difficult to compute, and
this is a drawback for practical applications. It is immediate, however, that
we may define related kernels

r(z,y) = (so(x)) " Kso(y), (5.9)

where K is any positive definite matrix. They are still based in the natural
gradient, but unlike the actual Fisher kernel they depend on the parameter-
ization of Mg. A wide used version is the “practical Fisher kernel”, where
K is set to the identity matrix.

The choice of the parameter setting 6 is a very important issue in the
design of a Fisher kernel''. For instance, typical points = € X, i.e., points
with high likelihood ¢y(x), will have a small norm k(z, x) since their deriva-
tives are small, while atypical points y € X may have large derivatives and
hence a high norm k(y,y). This effect may be dangerous, since the kernel
between similar typical points may be lower than the kernel between very
different atypical points. This may be overcome by normalizing the kernel.

Applications of the Fisher kernel to HMMs are given in [STCO04].

5.3 Probability product kernels

Although they have a “generative” inspiration, neither the marginalization
kernel or the Fisher kernel, described in the previous sections, are directly
defined in a probability space. In the case of the Fisher kernel, a particular
probability distribution is chosen and kept fixed. In the case of the marginal-
ization kernels, the marginalization in (5.1) is performed making the hidden
model vary, but assigning at each time equal versions of the model to both z
and y. We now describe a different framework, where data points in X are
mapped to probability distributions in a parametric family Mg as in (5.3),
and a “probability kernel” rjs is devised in this space (or equivalently, in
the space of the corresponding densities).

"'Why not marginalizing over several values of @, using a prior P(6)?
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So there are two separate problems: (i) choosing a map f: X — Mg,
and (ii) devising a kernel in Mg x Mg. Let’s focus on the first problem, i.e.,
how to fit a density on an individual datum point? Notice that this is very
different from the usual density estimation problem, where we suppose that
many data points are available. Although fitting a density to a single point
is not a very interesting approach for estimation purposes, here it is only an
intermediate step to devise a kernel. It has the advantage over nongenerative
kernels that our choice of the parametric family Mg is a good opportunity
to reflect our prior knowledge about the data generation. The most obvious
choice for the map f is the maximum likelihood estimation

T Pj(ays 0(z) = Oy(x) = arg r;leaé(pg(x) (5.10)
that leads to
K(x,y) = Kk (pé(xypé(y)) . (5.11)

If we consider a prior m(#) on the parameter family, we may use instead the
maximum a posteriori estimate

~

0(z) = Oyiap(z) = arg I&&@xpg(m)ﬂ(ﬁ). (5.12)

An alternative “Bayesian-like” strategy is considering the conditional den-
sity of the parameters on the datum,

1
= — 1
p(0]x) Z(x)pm)w(e), (5.13)
where Z(z) = [g po(x)m(0)dh is a normalizing factor, and taking the true

posterior,
rpe() = /@pg(.)p(0|x)d9—
1
= [ O gimleno)a -
Jo Po()ps(z)m(6)d0
f@pﬁ )7[‘(9)

Yet another alternative (also “Bayesian”) to devise the kernel in X is to
consider the parameters as random variables with the conditional density
(5.13) and take the posterior mean:

(5.14)

Kz, y) = /@ _ a0 e (Ol . (5.15)

This and the subsequent sections explore several choices for the probability
kernels ks : Mg x Mg themselves.
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The simplest way to define a probability kernel is to restrain ourselves
to the set of densities that are L?(X)-integrable and consider the standard
inner product (p,q) = [ p(x)q(x)du(x). More generally, we may define a
family of probability product kernels [JKHO4] parameterized by a > 0 as
kernels in Z& Mg N L?*(X) defined by

(D 0) = (0%, ¢%) = /X p(2) () dpu(z). (5.16)

For a = % this is called the Bhattacharyya kernel, and for a« = 1 this
is the expected likelihood kernel, since it becomes the expectation of one
distribution under the other. The Bhattacharyya kernel

k1 /2(p, g) = /X V@) V@) du(z) (5.17)

is known in the statistics literature as the “Bhattacharyya’s affinity” between
distributions, which relates to the Hellinger’s distance

H.0) =5 [ (Vola) = Valw)) " duta) (518)

by H(p,q) = \/2 — 2k1/2(p, q); there are also interesting relationships be-
tween the Hellinger’s distance and other divergence measures, as the Kullback-
Leibler or the Jensen-Shannon divergences (see [Top00] for more details). An
important property of the Bhattacharyya kernel is that the feature map as-
sociated to it maps densities to the unit sphere, i.e., k /2’A = 1. As pointed
out in [JKHO04], it turns out that the Bhattacharyya kernel can be computed
in closed form for any exponential family (see (4.17)); in fact, if

po(z)du = exp(0” f(z) — K(6))dv (5.19)
and
pe(x)dp = exp(€7 f(z) — K (€))dv (5.20)

are two probability distributions belonging to an exponential family, we have
that

/X Vpo@)\/pe(@)du(z) =

= /X exp ((T)Tf(x) _ W) () =

o <K <9—;£> K(9) ;K(g)) | (5.21)

K1/2 (p07p§)

where the last step is due to (4.18).
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Example 5.1 (Multivariate normal with variance ¢%1.) For a multi-
variate normal N(u,0*I) we have

0 = (:2 —2i2> , (5.22)
f(@) = (z,||l2|*), (5.23)

and )
K(0) = log((2m)*/%0) + ”2“0_‘2 (5.24)

So if pg = N(p1,0%I) and Pe = N(p2,0%I), we have

K1/2(Po,Pe) = exp (K (9;5) _ K ;K(§)>

2 2 2
- [ + 2l pall” + llp2” )
= &P 802 402 a

B <_||u1u2\|2>
= exp|———=—"]. (5.25)

8c2

If we use the mazximum likelihood estimation to fit a density of this family to
each point x € R¥, we get the map x — N(x,02I), and the resulting kernel
k in R¥ obtained from the Bhattacharyya probability kernel is simply the

802
shown in [JKHO04] that also the expected likelihood kernel ki yields, up to a
constant factor, a Gaussian kernel, with variance 202 instead.

2
Gaussian kernel with variance 402, k(z,y) = exp (—M> It is further

Example 5.2 (Multinomial family.) Recall from (4.32)-(4.33) that the
canonical parameters (9’);1711 of the multinomial family relate to the symbol
probabilities (3°)™, via

3 &
S g .
T ey T (5.26)

and the cumulant generating function is

0" = log

m—1
K(0) = nlog (1 +) exp(ei)> : (5.27)

=1
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Hence, the Bhattacharyya kernel between two multinomials pg and pg is

k1a(00,pe) = exp <K (9;€> KO K(f)) _

<1+Z o exp(ei—%i))n _
(1+ 20 o >) (1 srteen)”

= (B2 (1+ 3 < ﬂl; >1/2>
_ (Z (Biy 1)1/2>n, (5.28)

=1

where (8™, and (Y)™, are the respective symbol probabilities. If, again,
we use the MLE to fit densztzes on the points x and y of X = X", we get
ﬂML = 7 and 'yML = £ - the Bhattacharyya kernel between the multino-
mials is thus equivalent to the homogeneous polynomial kernel of degree n

between the vectors (\ e ):L , and ( Z) of square rooted symbol relative
Von)izg

frequencies. When n is not constant, [JKHO04] suggests summing over all its
possible values, leading to:

(po, pe) =§j (Z (5 Z)I/Q)nz ( zmj(ﬂl 1)1/2>_1. (5.29)

n=0 i=1

5.4 Kullback-Leibler kernel

The Kullback-Leibler kernel [MHVO03] is one of the earliest generative ker-
nels to be purposed that operate directly in the probability space. The
idea is similar to that of probability product kernels, i.e., fitting to each
data point z € X a p-absolutely continuous probability distribution with
density p; € %Mi(X ), for example via the maximum likelihood estima-
tion in a parametric family. The difference is that, instead of considering
LP-inner products of densities, a kernel is devised that uses the more natu-
ral Kullback-Leibler divergence D(.||.) (cf. (2.17)). There are however some
issues that need to be taken into account. Firstly, D(.||.) is not symmet-
ric. This can be solved by using a symmetrized version D(.||.) defined by
D(p|lq) = D(p|lq) + D(q||p). Secondly, even the symmetrized version fails
to be a metric, and no natural way seems to exist that allows devising a
positive kernel from it. The approach followed by [MHV03] is simply to
define the kernel

k() = Kp(pas py) = exp(—aD(pz|Ipy) + B) (5.30)
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restricted to a finite set of data points in X, that by adjustment of the
parameters « and 3 becomes positive definite.

For practical applications this is often harmless since many algorithms
work only with a kernel matrix, for example in unsupervised or transductive
learning. However, there are some “theoretical” problems when it is neces-
sary to handle unseen data points, for example, in a inductive classifier.

5.5 The heat kernel

In [LLO5, Leb05] a new class of kernels on statistical manifolds were in-
troduced, called “information diffusion kernels”. This followed the idea of
“diffusion kernel” that had already appeared applied to discrete spaces as
graphs [KL02]. These kernels have a strong physical interpretation that we
sketch here. Again, we start by representing data as points in a statisti-
cal manifold (Mg, J), with Mg as in (5.3) and J being the corresponding
Fisher metric. Then, a kernel is devised from a particular solution of the
heat diffusion equation in the manifold. The idea is letting the value of the
kernel x(py,py) express how information flows from p, to p, through the
manifold. Its construction is based on the notion of Laplacian in a Rieman-
nian manifold (M, g).

We first define the (natural) gradient as a map that transforms smooth
functions into vector fields

grad : F(M) — X (M) (5.31)

and satisfies g,(grad f|p, X;) = X,(f) for any f € F(M) and any p € M.
Using local coordinates [6;],

(grad f|,)i = Z 97 ()9 f (p), (5.32)

where g% (p) denotes the (i,j)-entry of the matrix G~1(p) and 9; = (%_.

Next, we define the divergence operator as a map that transforms vector
fields into smooth functions

div : X(M) — F(M) (5.33)

and is given in local coordinates by

div X, =

\/thlw Zai <\/W(Xp)i> : (5.34)

where det G(p) denotes the determinant of the Gram matrix G(p). These
notions of gradient and divergence operators generalize the usual notions
in Euclidean spaces, where the gradient may be interpreted as the steepest
ascent direction, and the divergence is a measure of outflow minus inflow. So
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does the following notion of Laplacian operator in the Riemannian manifold

(M, g),
A:F(M)— F(M), A=divograd, (5.35)

which can be used to model how heat diffuses through the manifold via the
heat equation of

o Af=0 (5.36)
with initial conditions f(x,0) = fo(x). Above f(x,t) denotes the flow at
point z and time t; the initial conditions are the heat distribution at time
zero. The heat kernel ky(x,y) is defined as the solution to the heat equation
f(z,t) with initial condition given by Dirac’s delta function J,. By linearity
of the heat equation, we have that the heat kernel generates the solution of
the heat equation with arbitrary initial conditions, according to:

fat) = /M a2, 9) folw). (5.37)

In the Euclidean case, (M, g) = (R, d), the heat kernel reduces to the Gaus-

sian kernel, ki(z,y) = \/ﬁ exp (— (x;ty)Q). In [Leb05] further properties of

the heat kernel are given. Unfortunately, for general manifolds there is no
closed form solution for the heat kernel; this is case, for example, for the
multinomial family that is considered in [Leb05], where the problem of text
classification is addressed. The short time behaviour of the solutions can
though be studied via the parametriz expansion. This yields approximating
the heat kernel for the multinomial by

n+1
rk(0,0') = (47t) "2 exp (—1 arccos? (Z \/ 0 (0’)’)) (5.38)
i=1

which however (since it is a mere approximation) is not guaranteed to be
positive definite.

5.6 Negative geodesic distance kernel

In [ZCLO5], a kernel that is very similar to (5.38) is proposed. Notice that it
is not clear if (5.38) is positive definite or not. From (4.53), we see that it has
the form of an exponentiated negative squared distance, where the distance
is the geodesic distance ds on the positive orthant of the sphere. This
makes (5.38) a candidate, via Schoenberg’s theorem, to be positive definite
and even infinitely divisible. However, we have seen from Remark 3.24 that
not any squared distance yields a negative definite kernel. A necessary and
sufficient condition for (5.38) to be positive definite is the ability to embed
the positive orthant of the sphere isometrically in some Hilbert space.

The kernel proposed in [ZCLO05] derives from the “negative geodesic dis-
tance kernel”, which is proved to be conditionally positive definite. This is
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the same to say that the geodesic distance d itself (and not its square) is
negative definite. We refer to [ZCLO05] for a proof of this fact. Hence, we can
exponentiate the negative geodesic distance and obtain a positive definite
kernel, namely

n+1
ke(0,0") = exp (—tarccos (Z \/ 0 (0’)’)) , (5.39)
i=1

for t > 0. Notice the similarity with the heat kernel (5.38), the only differ-
ence being the squared arc-cosine.

5.7 Jensen-Shannon kernel

The Jensen-Shannon kernel or entropy kernel between measures was intro-
duced in [CV05, CFV05]. It has been devised above (see (3.34)) when dis-
cussing semigroup kernels. There we saw that albeit not being a semigroup
kernel, it is semigroup-based, since it is the normalization of a semigroup
kernel. The proof that it is positive definite is a consequence of the negative
definiteness of the entropy function, and it puts in evidence a big amount
of theoretic results on positive and negative kernels.

Unlike some other generative kernels that we have discussed, the Jensen-
Shannon kernel is defined between measure densities (with respect to some
dominating measure ), and so its domain is more general than those prob-
ability kernels that are defined only in the space of probability densities.

In [CV05, CFVO05] the problem of defining a kernel between structured
objects (as images, text or sequences) that can be represented as “bags-of-
components” was addressed. Suppose first that the set S of basic compo-
nents is finite (for example, in text objects, S may be the set of words of a
closed vocabulary). Assume that, given an object x € X, we can calculate
the weight of each component s € S on x, say ws(z). This could be, for ex-
ample, the “number of times” that s appears in z. Then we can map z to a
molecular measure p € Mol (S) (see Def. 2.9), by making each component
s € S correspond to a Dirac measure centered in s, and give it a weight
ws(z), i.e.

= Z ws(x)es. (5.40)

seS

Using the counting measure as base measure, we may associate to each
molecular measure its density, which is simply the function s — wg(z). This
enables us to use the Jensen-Shannon kernel between the molecular measures
w and p’ associated respectively to the objects  and x’. From the definition
of Jensen-Shannon divergence, this is done by considering the mixture of
and g/, which is a sort of “concatenation” of the components of z and z’.
This emphasizes the “semigroup” formalism associated with this kernel.
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However, if S is an infinite set, this approach is not applicable in gen-
eral. This happens because the counting measure is not guaranteed to be
o-finite, and hence we cannot associate a density to each absolutely con-
tinuous measure. If we use other base measure instead (for example the
Lebesgue measure for S = R™) then molecular measures may not be ab-
solutely continuous with respect to that base measure. In [CFVO05] it is
suggested to overcome this problem by smoothing the molecular measure p
to a measure ¢(u) € MP(S) (see Sect. 2.3) via a smoothing kernel k. This
is done in a similar way as the Parzen window estimation procedure:

¢ : Mol (S) — M(S)

p=pdv — () =3 scquppuP(8)6(s,.) dv (5:41)

For example, if S = R"™ endowed with the Lebesgue measure, and k is
the Gaussian kernel on S, then molecular measures on S are smoothed to
mixtures of Gaussians, and the resulting Jensen-Shannon kernel between
two objects x and y will compare the entropy of the Gaussian mixtures of
the components of x and y with the entropy of each individual Gaussian
mixture.

5.8 Multiresolution kernels

Multiresolution kernels were introduced in [CF05]. These kernels are ad-
equate for structured data such as text, images, or sequences, that have
smaller components (resp. words, pixel intensity values, or characters). Typ-
ically these data are represented as “bags-of-components”; a more powerful
representation considers a collection of nested bags (see Fig. 7) based on a
prior knowledge on the data structure. This allows comparing two objects
both in detailed perspectives, stressing local matches between smaller bags,
or in a global one, using the entire bag.

Figure 7: Nested bags of components (extracted from [CF05]).
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Suppose, as above, that each point z in the input space X may be
mapped to a probability density p, € dVM L(X), and let T be an arbitrary
set of conditioning events that can be directly observed in the object (un-
like the hidden models considered in the marginalizing kernels). We may

decompose p, as
= " p(p(t) =, (5.42)
teT teT

where p; = p(.|t)p(t) € d%M_fl(X ) is the density of a sub-probability mea-
sure on X (i.e. a measure whose total mass does not exceed 1). Objects can
hence be represented as families of measures of M_fl(X ) indexed by T, i.e.,
as elements p = (pu)ier in

Mp(X) = (Mfl(X)>T. (5.43)

For example, if the objects are images, each event ¢ could correspond to
a small region, and T' could be a partition of the image in distinct regions.
Each image object would then be represented as a family of histograms, one
for each region. If, instead, the objects are strings, each event ¢ could be a
ng-gram context, and 71" could be a context tree. Each string object could
then be represented as a family of histograms, one for each context, counting
the relative frequencies of the subsequent character.

To achieve the multiresolution kernel, we must first define a family
(kt)ter of kernels that measure the object similarity with respect to each
event t,

re(p 1) = (e, 1), (5.44)

where k is a predefined kernel. If the objects are “structured”, it seems rea-
sonable to suppose that some events are similar while others are not. If two
events s and t are considered similar (for example two neighboring regions
in an image), we may consider a unique event {s,t} and a corresponding
kernel gy (1, p1') = K(ps + s s + 1) More generally, if Tp C T is a set
of similar events, we may define

AN BT T (5.45)

teTy teTy

Consider now a finite partition P of T, i.e., a set P = {T1,...,T,} of
disjoint subsets of T" that cover T'. We define the kernel xp induced by the
partition P as

) =[] (i ). (5.46)
i=1

Such a partition reflects a belief on how the events in T should be as-
sociated or dissociated to highlight component similarities or local dissimi-
larities. Instead of considering the set of all possible partitions of T', which
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would be computationally prohibitive, [CF05] suggests obtaining partitions
by assuming the existence of a prior hierarchical information on the events
in 7. This can be made through a “hierarchical” family H = (Py)?_, of
partitions

Py={T},...,Pp = {{ther} (5.47)

that has the property that any subset in a partition Py is included in a
(unique by definition of partition) subset of the coarser partition P; 1 (see
Fig. 8). We assume further that this inclusion is strict. This means that
each set T; € Py_; is itself “partitioned” into more than one subset in P;.
The multiresolution approach then considers partitions defined by sets in
the different hierarchical levels of H. To do this, all the sets in Uc?:o Py
are taken into account to form the set &y of all the partitions that can be
built with them. The multiresolution kernel is then defined through a prior
measure ™ on Yy as:

Rr(po ) = Y w(P)rp(p, ). (5.48)
PeZy

Tracing back to (5.44), we see that k. is positive definite whenever the
predefined base kernel x is. The latter may be any kernel that is defined
in the space of subprobability measures, for example the Jensen-Shannon
kernel (3.34). In [CFO05] a suggestion is given to generate the prior mea-
sure 7 through a branching process; further issues concerning the efficient
computation of the multiresolution kernel are also provided in this reference.
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Figure 8: A hierarchy of partitions, and an example of a multiresolution
partition (extracted from [CFO05]).

5.9 Sequential document representations

We conclude this section by mentioning some recent work that concerns
document representation. There has been several approaches that extend
the traditional bag-of-words representation [SWYT75], where each document
is represented as a sparse vector in a very large Euclidean space RV, with
V =A{w,... ,w|V|} being a vocabulary of words. A well-known approach
for text classification that uses the bag-of-words representation is latent se-
mantic analysis. Basically, this method considers a document collection
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C ={dy,...,d,} represented as bags-of-words, and finds a linear subspace!?

of dimension k < n where documents may be approximately represented by
their projections. This can be done, for example, via a SVD decomposition
of the words-by-documents matrix, and keeping only the k& largest singular
values.

More recent works [Gou99, HHO0] generalize this geometrical idea to the
manifold of multinomial families: instead of finding a “linear subspace”, as
in the Euclidean case, they learn a curved multinomial subfamily (i.e. a
submanifold of the multinomial family, which, unlike the latter, may be no
longer affine). Several approaches are considered: for example, if the proba-
bility simplex PIVI=1 is represented extrinsically in the ambient space RV we
may consider subfamilies formed by intersecting the simplex with an affine
subspace of RIVI'3: alternatively, if we represent the Riemannian manifold
of the multinomial family endowed with the Fisher metric as the positive or-
thant of the |V|-sphere with the Euclidean metric, we may consider spherical
subfamilies [Gou99] which are lower dimensional spheres embedded in the
|V |-sphere. Otherwise, we may represent pIVI-1 intrinsically and consider
exponential subfamilies, i.e., subfamilies that are affine in the information
geometric sense.

To illustrate this idea, [Gou99] splits a book (Machiavelli’s The Prince)
in several text blocks, its numbered pages, considers each page as a point
in the multinomial simplex, learns a 2-dimensional subspace (an extreme
example of dimension reduction) and projects each page in this subspace.
The result is the representation of the book as a sequential path in RZ,
tracking the evolution of the subject matter of the book over the course of
its pages (see Fig. 9).

Inspired by this sort of document representations, more recent work
[Leb06] suggested a sequential representation of documents by simplicial
curves (i.e. curves in the probability simplex), that is denoted as the locally
weighted bag-of-words (lowbow) representation. According to this represen-
tation, a length-normalized document is a function z : [0,1] x V' — Ry such
that

Z z(t,w;) =1, for anyt e [0,1]. (5.49)
ijV
The pure sequential representation of the n-length document (yi,...,y,) €

V™ may be written using the above formalism as

1, ifw; =yp,
iL‘(t,’LUj) = Ew; (yﬁnW) = { 0, if U)j # zznk (550)

12This procedure is known in machine learning as principal component analysis (PCA),
and may be generalized to find a nonlinear subspace by using kernel methods (kPCA)
[STCO04].

3These are named “affine subfamilies” in [HHO00] albeit this designation is misleading
since they are not affine in the information geometrical sense (they are not in general an
exponential family).
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Figure 9: The 113 pages of The Prince projected onto a 2-dimensional space
(extracted from [Gou99)]).

where ¢, denotes the Dirac measure centered at y, and [a]| denotes the
smallest integer greater than a. The global bag-of-words representation of
x corresponds to the point p(x) € PIV =1 parameterized by:

1
pj(x)—/o stw)dt, G=1,..,|V]. (5.51)

The pure sequential representation in (5.50) may be smoothed via a function
fue 10,1 = Ry, where 1 € [0,1] and 0 € R are respectively a location
and a scale parameter. An example of such a smoothing function is the
truncated Gaussian defined in [0,1] and normalized. This allows defining
the lowbow representation at p of the n-lenght document (yi,...,y,) € V"
as the function z : [0,1] x V' — R, such that:

1
(s, wy) = /0 uy (o)) fur (1), (5.52)

which is proved [Leb06] to be a continuous and differentiable parameter-
ized curve in the simplex. The scale of the smoothing kernel controls the
amount of locality/globality in the document representation (see Fig. 10):
when o — oo the simplicial curve degenerates to a single point which is
the global bow representation (5.51); when o — 0, the curve quickly moves
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between the different corners of the simplex approaching the pure sequen-
tial representation (5.50). A distance between two documents may defined
by integrating pointwise the geodesic distance between the corresponding
points in the simplex:

1
d(z,a) = /0 Ay (i ), ' (s ) s, (5.53)

with d 7 defined in (4.53).

Figure 10: The lowbow representation of a document with |V| = 3, for
several values of the scale parameter o (extracted from [Leb06]).

Representing a document as a simplicial curve allows us to use geomet-
ric concepts to characterize properties of the document. For example, the
tangent vector field along the curve describes sequential “topic trends” and
their change; the curvature measures the amount of wigglyness or devia-
tion from a geodesic path. This properties may be useful for tasks like text
segmentation or summarization.

6 Conclusions

Throughout this report, a survey was presented about generative techniques
to devise kernels on structured objects as strings, text or images. We studied
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several different perspectives, some of them making use of recent results on
information theory, as is the case with the Jensen-Shannon kernel, and others
inspired by the field of information geometry. We emphasized the theoretical
aspects and the geometrical insights that support either of these methods.
We opted to be as general as possible: for example when studying the theory
of positive and negative kernels, we did not choose the most direct path to
prove that the Jensen-Shannon divergence is negative definite; instead some
intermediate results were presented. Our belief is that while doing so, other
ideas may come up.

Future work will concern making some experiments to compare several
of these kernels on practical applications, as well as devising other kernels
based on these insights, and best suited to particular tasks.
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