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ABSTRACT dissimilarities; to show how they can be implemented effi-

ciently (in linear time) by resorting to suffix trees; finaltp
assess their performance on a (Portuguese) author atiribut
problem. Our experiments show that all the methods consid-
ered achieve a similar and very high accuracy; the key dif-
ference is that the kernel-based measures require finegtuni
of parameters, whereas the information theoretic teclasiqu
are parameter free, thus being promising new tools for NLP
problems.

Measuring similarity between two strings is a fundamental step
in text classification and other problems of information retrieval.
Recently, kernel-based methods have been proposed for this
task; since kernels are inner products in a feature space, they
naturally induce similarity measures. Information theoretic
(dis)similarities have also been the subject of recent research.
This paper describes some string kernels and information theo-
retic mesures and shows how they can be efficiently implemented
via suffix trees. The performance of these measures is then eval-
uated on a text classification (authorship attribution) problem, 2. STRING KERNELS

involving a set of books by Portuguese writers. ) ) » o )
Given an input spac#’, a (positive definitekernelis a func-

1. INTRODUCTION tionx : X x X — R satisfyingx(z,y) = x(y, z) and

Many applications in areas such as bioinformatics and abtur YO eieir(@i, ;) > 0, (1)
language processing (NLP) require some kind of similarity i=1 j=1
measure between strings. In NLP, strings are sequences of al .

g ¢ d ?oranyn e N {a}, e R" and{z;}}_, € X". Given a set

phabet characters and represent text in natural language. T . n : =T o
classification €.g, categorization, authorship attribution, pla- pf points{; }iiy, then x n matix K = [ky;] := [k(zs, 2;)]

giarism detection) is a class of NLP problems that requiee th's Ca”?dGra”T' matrix A_dwect.cgnsequenge of Mercgrs the-
computation of string similarities [7] orem is thatk is a (positive definite) kernel if and only if there

In recent years, with the emergence of kernel-based met/?> afeature spacg” endowed with an inner product ) and

ods for pattern classification [12, 13], many string kernel MaP? : & — F satisfying, for allz,y € &,

have been propose_d, tail_ored to the spec_ificities of partk_:u k(z,y) = (6(2), d(y)). )
lar tasks and domains. Since kernels are inner products in a
feature space, they naturally induce similarity measures.  The now famous “kernel trick” allows performing non-linear
In a different perspective, there has been recent intamest computations in the input spaééby using linear algorithms
using information theoretic measures of (dis)similarig- b in a feature spacé&, often with high (possibly infinite) di-
tween sequences of symbols. Different methods distinguismension, without having to explicitly compute in that faatu
themselves on how they estimate the “divergence” betweespace [12, 13]. Support vector machines (SVMs) are the best
the two sequences. Particularly, variations of the wetian  known example of the application of the kernel trick, altgbu
Lempel-Ziv algorithm for compression [16, 17] have beenthere are many othdernel methodgl2, 13].
used for this task. The idea of using compression algorithms Several string kernelsi.é., operating on the space of
to estimate string similarity is also present in the fornefimt  strings) were recently proposed [8, 15, 13]. Denot&lipne
ition of the non-computable “information distance” [9] leds underlying alphabet, and by* the set of all finite strings
on the algorithmic notion of Kolmogorov complexity. formed by characters ik together with the empty string
The goals of this paper are the following: to provide a briefThe p-spectrum kernglPSK) [8] is associated with a feature
overview of string kernels and information theoretic girin space indexed b¥? (the set of lengtlp strings). The feature



representation of a string ®?(s) = (¢2(s))uesr, countsthe inequality. TheJensen-Shannon divergendSD), defined as
number of times each € ¥? occurs as a substring ef p+q ptg
Dys(pllg) = Dkr (p”2> + Dk <QHQ) , (®)

Pu(s) = {(v1,v2) : s = viuva}. ®3)
. i ) ‘was recently proved to be the square of a metric [5].
The PSK is then defined as the standard inner product in

Rk, (s,t) = (®P(s), @P(t)). A more general kernel is
theweighted all-substrings kern@WASK) [15], which takes
into account the contribution of all the substrings weightg  Consider a string: € X" emitted by a stationary source. Let
their length. The WASK can be viewed as a convex combinae(z) denote the number of phrasesanresulting from the

3.3. Lempel-Ziv parsing and entropy estimation

tion of PSKs and can be written as sequential LZ parsing af into distinct phrases,e., such that
- each phrase is the shortest string which is not a previously
K(s,t) = Z ptip(5,1), (4) parsed phrase. When—> 0o, the average LZ code length for
o x may be approximated by

1
wherea,, is often chosen to decay exponentially wittand - c(x) logy c(x); (6)

truncated; for exampley, = AP, if pmin < p < Pmax, and .
a, = 0, otherwise, wheré < A < 1 is the decaying factor. it is well-known that this converges almost surely (a.sth®

A remarkable fact (see Section 4) is that both the PSK an§Ntropy rate of the source producing3]. This suggests us-
the WASK may be computed i®(|s| + |¢|) time (.e., with ing the output of a LZ encoder as an estimate of the entropy of
cost that is linear in the length of the strings) by using suf® stationary source, without estimating any model pararsiete

fix trees. Moreover, withs fixed, any kernek(s,¢) may be .
computed in time)(|¢|), which is particularly useful for clas- 3.4. The Ziv-Merhav method

sification applications. The idea of using a LZ encoder as an entropy estimator was

extended by Ziv and Merhav (ZM) [18] to estimate relative

3. INFORMATION THEORETIC DISSIMILARITIES entropy, by using a variation of the LZ algorithm to perform
. the “cross-parsing” of two strings. Letandz be two strings
3.1. Introduction of lengthn. First, z is parsed by the incremental LZ parsing

algorithm intoc(z) distinct phrases (see the previous section);
e.g, if n = 11 andz = abbbbaaabba, then the self incremen-
tal parsing yields:|b|bb|ba|aa|bba, that is,c(z) = 6. Then,
one applies a variation of the LZ algorithm which performs a
sequential cross-parsing ofvith respect tac: each phrase is
the longest substring of which was parsed in. For exam-
cple, if x = baababaabba, parsingz with respect tor yields
abb|bba|aabba, that is,c(z|x) = 3. It was proved in [18] that,
for two sequences, z of lengthn — oo, produced by two
Markovian sources, the quantity

Some compression methods, namely the Ziv-Lempel (LZ) al
gorithm [16, 17], are said “universal.e., are asymptotically
distribution independent. Inspired by this fact, inforioat
theoretic “universal” dissimilarities, based on the aitfons
underlying “universal” compression, have been propos8&fl [1
and used in classification problems [4], [11].

The concepts of compression and string similarity als
come together in the definition @fiformation distanc€lD)
[9]. The ID is built on the concept dfolmogorov complexity
or algorithmic entropyof a string. The idea of using compres-
sion algorithms to estimate string similarity is also prase
theGenCompresbased algorithm to measure the relatedness

of two DNA sequences [2], and in a recent approach that usegnverges a.s. to the DKL between the sources. Notice that

Alzllz) = %[C(ZII) logyn —c(z)logy c(2)]  (7)

the Burrows-Wheeler transform [1]. [¢(2)log, ¢(z)]/n can be seen as a measure of the entropy of
the source that emitted while [¢(z|x) log, n]/n provides an
3.2. Kullback-Leibler divergence estimate of the code length obtained when codingsing a

» ) ) model forz. In Section 4 we show how the ZM method can
Let p andq be two probability functions of discrete random o implemented in linear time (i.€2(|z| + |2|)) using suffix
processes (discrete sources, either memoryless stationar {qag

Markovian of arbitrary order) with values in an alphabét

Let the Kullback-Leibler divergencéDKL) betweenp and

q be denoted a® k. (pllq) (see [3] for formal expressions
and further details). The DKL may be regarded as a dissimjf
ilarity measure betweep andg, sinceDk . (p|lg) > 0 and

Dk (pllg) = 0ifand only if p = ¢q. However, itis not a met- Basically, asuffix treg(ST) it is a data structure containing all
ric, due to lack of symmetry and failure to satisfy the trieng the suffixes of a given string, that allows answering queries

4. IMPLEMENTATION ASPECTS

.1. Suffix trees



such as “ist a substring ofs?” in time O(|t|). The ST for
s may be built in timeO(|s|) using, e.g, Ukkonen’s algo-
rithm [14]. A generalized STGST) for stringssy, ..., s,
contains all the suffixes of these strings and may be built

time O(|s1| + ... + |sn|). Reference [6] is a comprehensive

text on STs and related data structures and algorithms.

4.2. Implementing the PSK and WASK with suffix trees

Let s andt be strings whose similarity one wants to measur
a GST fors$ andt# (where$ and# are unique terminat-
ing characters) allows computing the PSK and the WASK
time O(]s| + [t|). We first count, for each nodein the tree,
how many times the string patbi(v) occurs as a substring
in s andt. Denoting these occurrences@agv) andn(v),
respectively, this can be done recursivély,

1 if vis a$-leaf,
0 if vis a#-leaf
> weChild(v) Ts(w)  otherwise,

(8)

ns(v)

and analogously fon;(v). Now, letr(v) denote the parent
node ofv if v is not the root. There is p-gram in the edge
that connects (v) towv if and only if |S(7(v))| < p < |S(v)].
Define the seV, = {v : |S(7(v))| < p <|S(v)|}. The PSK
is obtained with overall complexit®(|s| + |¢|) via

kp(s,t) = Y na(v) ma(v).

veEV)

(9)

If we use the weightsy, defined in Section 2, also the

WASK may be computed in tim@(|s| + |¢|) through

K(s,t) =Y ns(0)ne(v)B(v), (10)
veV
whereV is the set of all nodeg}(v) :ng:f[])(v) NP, po(v) =

max{pmin, |S(7(v))| + 1}, andpy (v) = min{pmax, [S(v)|}.
Note that(v) is easily computed i®(1).
4.3. Implementing the ZM method with suffix trees

The two building blocks of the ZM method (LZ parsing an
LZ-type cross parsing) can both be implemented using S

The overall complexity is als@(|z| + |z|); however, in prac-
tice, ZM is computationally cheaper than PSK and WASK,
since it doesn’t require a GST.
in
5. EXPERIMENTS

We have evaluated the performance of the above described

methods on a text authorship attribution task, using a set of
ej[exts from Portuguese writers (available at the Projece@ut

berg sitewww. gut enberg. org). Since for most authors
inthere is only one book available, each book was split into
passages of abodb KB each. The Gram matrices and the
(symmetrized) matrix of DKL estimates were then computed
using the described ST-based methods. Each entry in these
matrices is indexed by a pair of passages. Distance matrices
are computed from the Gram matrices via the cosine measure.
For the WASK, we lep,,;n = p vary and fiXp,.x = oo (no
upper bound on the length of the string features, as in [15]).

The nearest neighbor rule was used: each passage is at-

tributed to the author of the closest passage excludinf.itse
Table 1 shows the best results achieved by each method.

Table 1. Results of the text authorship attribution task using
the PSK, WASK and ZM methods.

No. correct attributions
PSK WASK
p=5 p=4X=0.5>5
37 37

Author No. pass.

N
<

A. Herculano
A. Nobre

C. C. Branco
E. Queiroz
F. Lopes

G. Junqueiro
J. Dinis

J. Mattos

L. Netto

L. V. Cambes
P. Silva

N. Tolentino
R. Pina

R. Ortiggo
Tot.

Acc. (%)
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17
123
98.4

17
123
98.4
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The ZM method, which does not require tuning any pa-
rameters, yields the same accuracy (98.4%) as the best fine-
dtuned p and \) kernel-based methods. For the PSK, a too
Tsarge value ofp (e.g, p = 10) strongly decreases the per-

LZ parsing of a string:, based on a ST is described in [6]: formance of the algorithm, which is understandablep i§

at stagej, we want to obtain the longest parsed phrase (saYarger than the length of the greatest common substrings, th
with length ;) plus the subsequent character. By buildingkernel becomes zero. On the other side, small valugs of
a ST forz, and preprocessing it by writing at each nodediscard important features, such as long substrings. The ZM
the lowest position inz that achieves it, the sequence of “distance”, in contrast, has an “unbounded” capacity td dea
stagesl, ..., c(z) may be performed by successively query-with long substrings, since there are no bounds on the length
ing the ST in timeO((;). Hence the overall complexity is of the phrases obtained during the cross-parsing.

O(E;(jf ;) = O(]z]). Cross parsing can be done analo- Interestingly, one of the (only two) passages misclassi-
gously using only a ST fox, the only difference being that fied by the ZM classifier revealed a strong connection be-
we query it with substrings of (this corresponds to a partial tween two texts in the collection. In fact, Herculano’s book
computation of the matching statistics:ofvith respecttar).  Oplsculoss analyzed in an edition &fs Farpas by Ortigao,



which can explain why it's misclassified as having been writ-accuracies, provided the kernel parameters are propedy fin
ten by Ortidao. This fact suggests the ability of the ZM ap- tuned. The ZM method does not require any tuning, which is
proach to handle citation or plagiarism detection. an important advantage.

We used the whole books of each author to build In future work we will further study the relationship be-
a phylogenetic tree of Portuguese authors, using thbveen (relative) entropy and (generalized) suffix treesi- ve
ZM method. The idea is to characterize the “style”fying if some information theoretic measures are “kerneliz
of each author based on information theoretic methable”. We will also consider other dissimilarity measures,

ods. The phylogenetic tree in Figure 1 was ob-such as the Jensen-Shannon divergence.
tained using the phylogeny inference package PHYLIP
(seenttp://evol ution. genetics. washi ngton. edu/ phyl i p. ht i ), 7. REFERENCES
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